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ABSTRACT

The climate of West Antarctica is strongly influenced by remote forcing from the tropical Pacific. For example, recent surface warming over West Antarctica reflects atmospheric circulation changes over the Amundsen Sea, driven by an atmospheric Rossby wave response to tropical sea surface temperature (SST) anomalies. Here, it is demonstrated that tropical Pacific SST anomalies also influence the source and transport of marine-derived aerosols to the West Antarctic Ice Sheet. Using records from four firn cores collected along the Amundsen coast of West Antarctica, the relationship between sea ice–modulated chemical species and large-scale atmospheric variability in the tropical Pacific from 1979 to 2010 is investigated. Significant correlations are found between marine biogenic aerosols and sea salts, and SST and sea level pressure in the tropical Pacific. In particular, La Niña–like conditions generate an atmospheric Rossby wave response that influences atmospheric circulation over Pine Island Bay. Seasonal regression of atmospheric fields on methanesulfonic acid (MSA) reveals a reduction in onshore wind velocities in summer at Pine Island Bay, consistent with enhanced katabatic flow, polynya opening, and coastal dimethyl sulfide production. Seasonal regression of atmospheric fields on chloride (Cl⁻) reveals an intensification in onshore wind velocities in winter, consistent with sea salt transport from offshore source regions. Both the source and transport of marine aerosols to West Antarctica are found to be modulated by similar atmospheric dynamics in response to remote forcing. Finally, the regional ice-core array suggests that there is both a temporally and a spatially varying response to remote tropical forcing.

1. Introduction

Marine aerosols (biogenic and sea salts) play an important role in many atmospheric processes (Fitzgerald 1991) and directly affect Antarctic climate. Marine biogenic aerosols transported to Antarctica originate from oceanic areas of high primary productivity, which emit dimethyl sulfide (DMS) during and after sea ice breakup (Dacey and Wakeham 1986). As such, atmospheric DMS concentrations peak in the austral summer when oceanic primary productivity is high (Ayers et al. 1997). DMS is subsequently oxidized in the atmosphere to methanesulfonic acid (MSA; Ravishankara et al. 1997). Maximum MSA concentrations found on the adjacent ice sheet occur in snowfall deposited during the austral summer (Criscitiello et al. 2013), as expected since the lifetimes of DMS and MSA in the polar atmosphere are short (<7 days; Hezel et al. 2011). Both DMS and MSA interact with incoming solar radiation, affecting cloud
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albedo and regional climate (Charlson et al. 1987). These biogenic marine aerosols significantly increase cloud droplet concentrations over phytoplankton blooms, resulting in a decrease in shortwave radiation flux at the top of the atmosphere and an enhancement of cloud condensation nuclei production (Meskhidze and Nenes 2006). Sulfur species such as DMS are also a large contributor to the acidity of the atmosphere (Legrand 1997).

In contrast to marine biogenic species, the seasonality of sea-salt aerosols varies regionally, as there are several processes associated with the production of sea-salt aerosols at high latitudes. Some studies have shown that processes associated with sea ice formation (e.g., frost flower formation, brine production, and blowing snow released from sea ice surfaces), primarily occurring from late summer through winter, are the dominant source of sea-salt aerosols for Antarctica (Rankin et al. 2002; Wolff et al. 2003; Kaleschke et al. 2004; Wolff et al. 2006; Fischer et al. 2007; Yang et al. 2008; Roscoe et al. 2011; Criscitiello et al. 2013). Other studies have instead suggested that open water in the marginal sea ice zone, particularly during stormy seasons, promotes increased production, transport, and deposition of sea-salt aerosols (Petit et al. 1999; Kinnard et al. 2006; Abram et al. 2011). Whether enhanced sea-salt aerosol fluxes reflect increased open water or increased sea ice cover in a particular region, sea-salt aerosols ubiquitously affect increased open water or increased sea ice cover in a particular region, sea-salt aerosols ubiquitously affect climate by scattering and absorbing radiation and influencing the albedo of marine boundary layer clouds (Fitzgerald 1991).

The strong relationship between sea surface conditions and marine aerosols also means that in coastal regions of Antarctica, where annual precipitation rates are high, high-resolution ice-core records allow for reconstruction of past ocean surface and sea ice conditions (e.g., Thomas et al. 2009). MSA and sea-salt aerosols (Na, Cl, Mg, K, Ca, and SO₄) have been used as qualitative proxies for regional sea ice extent (SIE) around Antarctica [see Abram et al. (2013) for a review, and references therein]. In a previous study we focused on the spatial relationships between ice-sheet chemistry adjacent to Pine Island Bay, West Antarctica, and satellite-derived sea ice concentration (SIC) in the Amundsen Sea (including polynya activity), to further our understanding of marine-aerosol source variability in this region (Criscitiello et al. 2013). Winds also affect the transport of marine aerosols to the ice sheet and thus need to be considered in the interpretation of ice-core records.

Because winds are ultimately forced by remote large-scale atmospheric dynamics, the transport of marine aerosols may also be affected by regional- to global-scale phenomena. The tropical Pacific strongly influences atmospheric circulation at high northern and southern latitudes (Trenberth et al. 1998). Tropical Pacific sea surface temperature (SST) variability influences the upper troposphere, enhancing convection and upper tropospheric divergence near the equator (Trenberth et al. 1998). The resulting wave train of alternating high and low pressure emanates both north and south. In the Southern Hemisphere (SH), there is a strong teleconnection between the tropical Pacific and West Antarctica as a result of this increased convection in the central tropical Pacific during El Niño and La Niña conditions, which gives rise to a pattern of stationary Rossby waves that propagate to the extratropical SH (e.g., Hoskins and Karoly 1981; Karoly 1989; Jin and Hoskins 1995; Trenberth et al. 1998; Turner 2004; Lachlan-Cope and Connolley 2006). The widespread recent warming in continental West Antarctica has been linked to SST changes in the tropical Pacific (Ding et al. 2011; Schneider et al. 2012; Ding et al. 2012; Steig et al. 2013).

Observational and modeling studies have also documented the strong influence of the leading patterns of tropical and SH large-scale climate variability [El Niño–Southern Oscillation (ENSO) and the southern annular mode (SAM)] on polar records including melting events in West Antarctica (e.g., Trusel et al. 2012) and marine aerosols and SIC around Antarctica (Yuan and Martinson 2001; Hall and Visbeck 2002; Kwok and Comiso 2002; Lefebvre et al. 2004; Liu et al. 2004; Stammerjohn et al. 2008; Yuan and Li 2008; Simpkins et al. 2012). One recent study identified a highly significant ENSO signature (during 1889–2009) in a sea-salt record from Law Dome, East Antarctica (Vance et al. 2013). Work is ongoing, but many studies suggest that the tropical–extratropical connection between ENSO and Antarctica is highly variable, depending on the exact pattern and zonal distribution of tropical SST anomalies and zonal winds in the South Pacific (Turner 2004; Fogt and Bromwich 2006; Lachlan-Cope and Connolley 2006; L’Heureux and Thompson 2006; Fogt et al. 2011). Tropical Pacific variability not directly related to ENSO also influences high-latitude circulation (Lachlan-Cope and Connolley 2006; Ashok et al. 2007; Schneider and Steig 2008; Ding et al. 2011). In particular, SST anomalies under areas of strong tropical convection have a significant influence on atmospheric circulation in the Amundsen Sea region, through the generation of a Rossby wave train (Lachlan-Cope and Connolley 2006). As our understanding of low- to high-latitude Pacific Ocean teleconnections evolves, investigators are beginning to examine scarce but potentially proxy-rich Antarctic data for tropical Pacific signatures (e.g., Okumura et al. 2012; Vance et al. 2013; Steig et al. 2013). Several studies of Pacific extratropical teleconnections to high
southern latitudes have focused on West Antarctica, where the extratropical signal is especially strong and has been linked to variability in SST, precipitation, sea level pressure (SLP), SIE, and sea ice thickness (e.g., Cullather et al. 1996; Kwok and Comiso 2002; Turner 2004; Yuan and Li 2008; Ding et al. 2011).

In this study, we provide a first assessment of the influence of the tropical Pacific on the source and transport of marine aerosols to the West Antarctic Ice Sheet (WAIS). We focus on the effects of large-scale atmospheric circulation on four new marine-aerosol ice-sheet records from the Amundsen Coast of West Antarctica. We carry out least squares linear temporal regression analyses of global reanalysis fields on seasonally stratified anomalies of firn-core chemical composition to investigate the large-scale atmospheric processes that influence the transport of marine aerosols, and thus in turn influence ice-sheet chemistry, in the region. This both aids in our interpretation of ice-core marine-aerosol records in West Antarctica and provides additional evidence of the teleconnection between the tropical Pacific and the Amundsen Sea (previously shown using SST, SLP, and SIC) with independent ice-sheet variables.

2. Methods and datasets

a. Site description and core collection

The Amundsen Sea is characterized by a relatively narrow continental shelf, a large amount of perennial sea ice, and several coastal polynyas located adjacent to large ice shelves (Arrigo and van Dijken 2003). Surface waters associated with these polynyas have enhanced rates of primary and secondary production (Arrigo and van Dijken 2003; Arrigo et al. 2012) and some of the highest abundances of phytoplankton in the world (Smith and Gordon 1997). The Amundsen Sea (AS) and Pine Island Bay (PIB) polynyas (Fig. 1) are latent heat polynyas, meaning that they are influenced largely by local katabatic winds (Marshall and Turner 1997) and the associated transport of sea ice away from the coast (Pease 1987). Pine Island, Thwaites, and Smith Glaciers are the principal drainage systems of the Amundsen Sea sector of WAIS (Shepherd et al. 2002), with approximately 25% of the area of WAIS draining into the Amundsen Sea embayment (Rignot et al. 2002). The highest rates of mass loss and glacier acceleration in Antarctica outside of the Antarctic Peninsula have occurred along the Amundsen–Bellinghausen Sea in the
Pine Island and Thwaites Glacier regions, as a result of increases in ocean heat transport beneath its ice shelves (Jenkins et al. 2010; Jacobs et al. 2011; Steig et al. 2012). Continental West Antarctica has also experienced substantial warming in the past 50 years (Steig et al. 2009; Orsi et al. 2012; Bromwich et al. 2013). Trends in SIC provide independent evidence of the observed warming over West Antarctica; the decrease in sea ice area in the Amundsen and Bellingshausen Seas has been shown to be congruent with at least 50% of the inland warming of West Antarctica (Ding et al. 2011; Schneider et al. 2012). Owing to these recent changes, there is a strong need to develop longer histories of environmental variability in this region, as well as a better understanding of the large-scale, remote drivers of such variability.

In this study, we used new firn cores from Pine Island Glacier (PIG2010), Thwaites Glacier (THW2010 and UPT2009), and the drainage divide between Pine Island and Thwaites Glaciers (DIV2010) to reconstruct marine-aerosol histories (Fig. 1). These core sites range in elevation from 1329 to 2020 m, and range from 180 to 500 km in distance from the coast (Table 1). Accumulation rates at the sites are relatively high, ranging from 0.28 to 0.42 mwe yr\(^{-1}\) [meter water equivalent (mwe); Table 1]. Annual accumulation variability is high at all sites, and shows no significant recent trend (Medley et al. 2013). Ice velocities at the core locations are low (\(\sim\)10–20 m yr\(^{-1}\); Joughin et al. 2003). We drilled the UPT2009 firn core in December 2010 using a 3-in.-diameter Polar Ice Coring Office (PICO) hand auger, and the DIV2010, PIG2010, and THW2010 firn cores in December 2011 using a Badger-Eclipse drill. For the purposes of this study, we focus on ice-core records from 1979 to 2010 (where available) in order to provide the best overlap with the European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-Analysis (ERA-Interim) dataset.

### Glaciochemical records

Data for the DIV2010, PIG2010, and THW2010 cores include MSA, total soluble plus insoluble sulfur (\(S_{\text{total}}\)), sodium (Na), chloride (Cl\(^-\)), calcium (Ca), and magnesium (Mg). Data for the UPT2009 core are limited to MSA and Cl\(^-\). We performed MSA and Cl\(^-\) analyses using suppressed ion chromatography (Curran and Palmer 2001; Morganti et al. 2007). The detection limits of this procedure are 0.4 and 10 ppb for MSA and Cl\(^-\), respectively, with analytical precision of <5%. We performed analyses of \(S_{\text{total}}\), Na, Ca, and Mg using mass spectrometry (detection limits \(~\)500 ppq for elements in this study; McConnell et al. 2001). To avoid timing uncertainty generating errors in correlation with large-scale reanalysis fields, we applied a three-point running mean to all monthly glaciochemical time series. Normalized time series presented in Fig. 2 are standard score normalizations \([Z = (X - \mu)/\sigma]\). Composite annual cycles of MSA and Cl\(^-\) presented in Fig. 3 are monthly climatology means of all months available for each record (1979–2010 for DIV2010 and THW2010, 1992–2010 for PIG2010, and 1992–2009 for UPT2009). Note that using the same time interval for all records (1992–2009) reveals similar results.

To aid in dating, oxygen isotopes in all firn cores were measured at a minimum of 5-cm resolution following methods of Maselli et al. (2013). We established an age–depth relationship and determined accumulation rates following standard methods [see the supplemental material and Criscitiello et al. (2013) for detailed methods]. The high accumulation rates at the core sites (Table 1) allow for seasonal resolution of the core records (~14 samples yr\(^{-1}\) even at the lower accumulation sites on Thwaites Glacier), and limit postdepositional loss of MSA (Weller et al. 2004). To allow investigation of chemical species alongside reanalysis records, we produced monthly-resolution records (Fig. 2). We calculated these monthly results by linearly interpolating between measured concentrations (which are not evenly spaced in time as a result of irregular core breaks, variations in accumulation rate, etc.), and then averaging these interpolated time series. Finally, we created seasonal time series of the glaciochemical records. Because MSA deposition occurs almost entirely in summer, we created a time series of summertime MSA deposition. The summer season was defined as November–March to coincide with the peak MSA deposition month \(\pm\)2 months (Fig. 3). Since there is a broad Cl\(^-\) peak in winter but it is deposited year-round, we created summer (November–March) and winter (June–October) time series, with the winter season centered on the peak Cl\(^-\) deposition month (Fig. 3).

### Table 1. List of four West Antarctic firn cores used in this study.

<table>
<thead>
<tr>
<th>Site</th>
<th>Lat</th>
<th>Lon</th>
<th>Elev (m)</th>
<th>Distance from coast (km)</th>
<th>Period</th>
<th>Mean accumulation rate (mwe yr(^{-1}))</th>
<th>MSA range (ppb)</th>
<th>Cl(^-) range (ppb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIV2010</td>
<td>76.8°S</td>
<td>101.7°W</td>
<td>1329</td>
<td>180</td>
<td>1979–2010</td>
<td>0.408</td>
<td>1.1–44.8</td>
<td>14.2–212.6</td>
</tr>
<tr>
<td>PIG2010</td>
<td>78.0°S</td>
<td>96.0°W</td>
<td>1593</td>
<td>350</td>
<td>1992–2010</td>
<td>0.424</td>
<td>2.6–31.7</td>
<td>19.0–282.7</td>
</tr>
<tr>
<td>THW2010</td>
<td>77.0°S</td>
<td>121.2°W</td>
<td>2020</td>
<td>340</td>
<td>1979–2010</td>
<td>0.281</td>
<td>2.0–31.3</td>
<td>12.2–244.6</td>
</tr>
<tr>
<td>UPT2009</td>
<td>79.0°S</td>
<td>112.6°W</td>
<td>1765</td>
<td>500</td>
<td>1992–2009</td>
<td>0.290</td>
<td>0.8–22.6</td>
<td>19.3–503.3</td>
</tr>
</tbody>
</table>
c. Observational climate datasets

We utilized ERA-Interim products (Dee et al. 2011) to provide global monthly SLP, 500-hPa geopotential height (GH), SST, and zonal and meridional wind velocities over the study period. We analyzed these variables to investigate the spatial relationships between chemical signals recorded in the DIV2010, PIG2010, THW2010, and UPT2009 cores and climate fields. To improve results relative to the earlier 40-yr ECMWF Re-Analysis (ERA-40) data, we used ERA-Interim reanalysis data (Berrisford et al. 2009; Dee et al. 2011) because it has a higher horizontal \((0.75^\circ \times 0.75^\circ)\) and vertical resolution and improved model physics and characterization of the hydrological cycle. Recent assessments for the Amundsen Sea region of Antarctica indicate that ERA-Interim is the most reliable reanalysis product for this region of Antarctica that is currently available (Bracegirdle 2013). ERA-40 is known to have limitations in the Antarctic Peninsula region because it insufficiently resolves the mountainous terrain (Miles et al. 2008). To reduce subseasonal noise unrelated to tropical forcing, we applied a three-point running mean to all the monthly data as well (similar to the glaciochemical records).
Seasonal reanalysis fields were defined the same as for the glaciochemical records (previously described in section 2b). Our results are presented as seasonal anomalies (i.e., as deviations from the long-term mean climatology). We conducted least squares linear temporal regression analyses of atmospheric fields on the seasonal anomalies of the firn-core glaciochemical records (please see the supplemental material for monthly regression figures). Only linear regression maps for positive MSA and Cl\(^2\) deposition are presented, although we note that anomaly patterns of opposite sign for negative deposition anomalies inherently exist. Statistical significance for the seasonal regressions was determined using the two-tailed Student’s t test \((p \leq 0.05)\). In addition, we performed lead/lag tests \((0, \pm 1, \text{and} \pm 2 \text{ months})\) between glaciochemical time series and reanalysis data. These did not reveal a systematic lead/lag relationship; therefore, only 0-lag results are presented. Finally, we created stacked records of MSA and Cl\(^{-}\) (by averaging the monthly MSA and Cl\(^{-}\) data from the four sites), which did not yield correlations or regressions (strength or spatial patterns) distinct from individual site results and are therefore not presented.

d. Polynya total open water area and regional SIE

We created polynya and SIE time series to examine the link between remote atmospheric forcing of regional winds and polynya and sea ice variability specifically relevant to this study. To examine polynya variability directly linked with local DMS production and marine biogenic aerosol deposition on the ice sheet, we derived an open water time series for the sea surface within the Pine Island Bay and Amundsen Sea polynyas (Fig. 1), regions that previously have been shown to correlate significantly with MSA at DIV2010 (Criscitiello et al. 2013). Polynya masks (Fig. 1) were defined using methods outlined in Criscitiello et al. (2013), but here we utilized Scanning Multichannel Microwave Radiometer (SMMR) and Special Sensor Microwave Imager (SSM/I) passive microwave data of SIC from 1979 to 2010 rather than Advanced Microwave Scanning Radiometer for Earth Observing System (AMSR-E) data used previously (as AMSR-E data are only available for 2002–present). Using these polynya masks, we extracted daily open water areas (1979–2010) by summing the pixels \((25 \text{ km} \times 25 \text{ km})\) that had \(<15\% \text{ SIC}\) (our defined threshold value for open water). Next, we summed the daily open water areas of the Pine Island Bay and Amundsen Sea polynyas, and then averaged these daily values to generate a monthly time series of polynya total open water area (TOWA) to produce a time series of the TOWA anomalies (please see the supplemental material for monthly regression figures of atmospheric fields on TOWA). Finally, we smoothed the monthly TOWA anomaly time series with a 3-month running mean, and created a summer (November–March) time series from these monthly data, as we did with the reanalysis data and MSA time series. We present regressions of reanalysis fields on summer TOWA, as summer is the deposition season for MSA.

The primary source of sea salts to this region is a much larger region around the leading seasonal ice edge as well as near 70°S between approximately 97° and 107°W, largely outside the polynyas described above (Criscitiello et al. 2013). Thus, to examine the relationship between remote atmospheric forcing of regional winds and SIE over this larger offshore region, we created a separate SIE time series. This time series also utilizes SMMR- and SSM/I-based SIC, but in this case we created a monthly time series (1979–2010) of SIE between 80° and 140°W, and 60° and 71°S, where SIE is defined as the total area within this defined region with SIC > 15%
(please see the supplemental material for monthly regression figures of atmospheric fields on SIE). We then created summer and wintertime series from this monthly data, as we did with the reanalysis data and Cl\textsuperscript{−} time series. We present both summer and winter regressions of reanalysis fields on SIE, as sea salts have a broad peak encompassing winter but with nontrivial deposition rates year-round (Fig. 3).

3. Results

a. Glaciochemical records

Our measured MSA and Cl\textsuperscript{−} concentrations in the DIV2010, PIG2010, THW2010, and UPT2009 cores (Table 1) are comparable to concentrations found in other recent Antarctic cores (e.g., Abram et al. 2011). The highest measured MSA concentrations are from the two lower elevation sites: the DIV2010 core (44.8 ppb, the site closest to Pine Island Bay) and the PIG2010 core (31.7 ppb), while the lowest concentrations are from the UPT2009 core (22.6 ppb, the site farthest from Pine Island Bay; Table 1). The opposite is found in the Cl\textsuperscript{−} records, where the highest measured Cl\textsuperscript{−} concentrations are from the DIV2010 core (503.3 ppb), and the lowest concentrations are from the DIV2010 core (212.6 ppb; Table 1).

MSA has a strong seasonal cycle at all sites (Fig. 3), being deposited almost entirely in summer [December–February (DJF)] with annual minima during austral winter [June–August (JJA)], while Cl\textsuperscript{−} has a broad peak in winter but with substantial deposition year-round at all sites (Fig. 3). These results are consistent with a previous study at the DIV2010 site that found the MSA maxima during summer months were derived from marine biological productivity during spring and summer, while Cl\textsuperscript{−} maxima during winter months originated primarily from winter sea ice formation (Cris citiello et al. 2013). While maximum measured MSA concentrations are highest in the DIV2010 record and lowest in the UPT2009 record, the climatology reveals that PIG2010 has the highest composite summer MSA concentrations, and UPT2009 has the lowest composite summer MSA concentrations (Fig. 3). Similarly, while the maximum measured Cl\textsuperscript{−} concentrations are highest in the UPT2009 record and lowest in the DIV2010 record (Table 1), the climatology reveals that UPT2009 also has the highest composite winter Cl\textsuperscript{−} concentrations, but THW2010 and PIG2010 have the lowest composite winter Cl\textsuperscript{−} concentrations (Fig. 3).

There are significant correlations between normalized sea-salt species anomalies (Na, Cl\textsuperscript{−}, Ca, and Mg) at DIV2010, PIG2010, and THW2010 (Table 2), as has been found at many other Antarctic sites (e.g., Artaxo et al. 1992; Abram et al. 2011). Correlations between sea-salt species are generally weakest (although still significant at $p < 0.05$) at THW2010 (Table 2). Correlations between Na, Cl\textsuperscript{−}, and Mg at each site are stronger ($r > 0.60$, $p < 0.05$) than correlations at each site between any of these sea-salt species and Ca ($r > 0.30$, $p < 0.05$; Table 2), likely resulting from the large aerosol size of Ca, which results in a dilution effect at high accumulation rate sites (Herron 1982; Kreutz and Mayewski 1999). Owing to the strong correlation between sea-salt species, we have chosen Cl\textsuperscript{−} as the representative sea-salt ion in the results presented below. Similarly, owing to the correlation ($r > 0.49$, $p < 0.05$) between MSA and $S_{\text{total}}$ at all sites (Table 2), we have chosen MSA as the representative biogenic species. This is further justified by the vast body of work focused on the sulfur cycle in the Antarctic and the various pathways and covariability among $S_{\text{total}}$, DMS, and MSA (e.g., Cunningham and Zoller 1981; Pszenny et al. 1989). As with sea-salt species, correlations between marine biogenic species are weakest (although still significant at $p < 0.05$) at THW2010 (Table 2).

b. Global atmospheric anomalies

At PIG2010, regressions of SLP and 500-hPa GH (Fig. 4) on summer MSA and winter Cl\textsuperscript{−} reveal a low pressure anomaly over the western Antarctic Peninsula, which alternates with a high pressure anomaly in the central South Pacific and a low pressure anomaly in the western tropical Pacific (see also Fig. S2 in the supplemental material). These same patterns exist for DIV2010 (Fig. 5), although they are not statistically significant at $p < 0.05$. The THW2010 summer regressions of SLP and

| TABLE 2. Pearson’s $r$ correlation coefficients of monthly (unsmoothed) marine-aerosol anomalies (all significant at $p < 0.05$ except PIG2010 Ca and Cl\textsuperscript{−}, italicized). |
|---|---|---|---|---|---|
| DIV2010 | Na | Cl\textsuperscript{−} | Ca | Mg | $S_{\text{total}}$ |
| Cl\textsuperscript{−} | 0.75 | — | — | — | — |
| Ca | 0.39 | 0.31 | — | — | — |
| Mg | 0.97 | 0.75 | 0.43 | — | — |
| MSA | — | — | — | — | 0.71 |
| PIG2010 | Na | Cl\textsuperscript{−} | Ca | Mg | — |
| Cl\textsuperscript{−} | 0.77 | — | — | — | — |
| Ca | 0.44 | 0.42 | — | — | — |
| Mg | 0.95 | 0.77 | 0.57 | — | — |
| MSA | — | — | — | — | 0.55 |
| THW2010 | Na | Cl\textsuperscript{−} | Ca | Mg | — |
| Cl\textsuperscript{−} | 0.60 | — | — | — | — |
| Ca | 0.35 | 0.30 | — | — | — |
| Mg | 0.99 | 0.63 | 0.36 | — | — |
| MSA | — | — | — | — | 0.49 |
500-hPa GH on MSA are the only regressions that show low pressure over the entire polar region (indicative of the positive phase of SAM), whereas the winter regressions of SLP and 500-hPa GH on Cl\textsuperscript{−} show a similar Rossby wave pattern as seen at DIV2010 and PIG2010 but of opposite sign (Fig. 6). At UPT2009, regressions of SLP and 500-hPa GH (Fig. 7) on summer MSA and winter Cl\textsuperscript{−} show a Rossby wave pattern similar to the winter regression at THW2010 (with a high pressure anomaly centered near the Amundsen Coast and the western Antarctic Peninsula). Regressions using SLP and 500-hPa GH are similar to one another in pattern outside the tropics, and both are significant at $p < 0.05$, but regions of statistical significance tend to be larger and more coherent at 500 hPa, that is, in the free troposphere (indicated by shading in Figs. 4–7).
A similar hemispheric-scale pattern is found in regressions of SLP or 500-hPa GH on TOWA (not statistically significant at $p < 0.05$; Fig. 8) and regional SIE (statistically significant at $p < 0.05$; Fig. 9), where the regional SIE exhibits a distinct SAM-like pattern with a wave train embedded, particularly in winter (see also Figs. S5 and S6 in the supplemental material). The alternating low and high pressure anomalies at both the surface as well as throughout the atmospheric column suggest a barotropic response of the atmosphere connecting the western tropical Pacific with the Antarctic Peninsula (Trenberth et al. 1998). These global regression fields of atmospheric variability on firn-core records are evident year-round, but are generally stronger in winter (as seen in the Cl$^-$ and SIE regressions; Figs. 4–7 and 9). We note that significant regressions present in some cases in the equatorial and South Atlantic basin are not discussed here, as they are a result of the fast tropical atmospheric adjustment (Matsuno 1966; Gill 1980). Regressions at high north and south latitudes are often similar in strength and pattern (e.g., UPT2009 summer MSA and SLP; Fig. 7a). It is encouraging that the significant regressions in the SH are mirrored in the Northern Hemisphere, as this provides additional evidence of the tropical Pacific influence on both hemispheres (e.g.,

---

**Fig. 5.** As in Fig. 4, but for DIV2010 and the period 1979–2010.
Regressions of SST on the marine aerosol records at some sites reveal a strong Antarctic connection to SST anomalies in the equatorial Pacific. This is in agreement with the initiation and propagation of a Rossby wave train (Hoskins and Karoly 1981; Jin and Hoskins 1995; Zhang et al. 1997) as revealed by the SLP and 500-hPa GH analyses described in section 3 above. UPT2009 summer and winter Cl\textsuperscript{2}, as well as PIG2010 summer Cl\textsuperscript{2}, are positively correlated with SST in the eastern tropical Pacific. PIG2010 summer MSA and winter Cl\textsuperscript{2}, and THW2010 summer MSA and winter Cl\textsuperscript{2}, are negatively correlated with SST in the eastern tropical Pacific (La Niña–like conditions). The most significant and organized patterns of SST regressions in the equatorial Pacific are on winter Cl\textsuperscript{2} at PIG2010 and THW2010 (Figs. 4 and 6; see also Figs. S3d and S3f in the supplemental material). Similarly, the summer and winter regional SIE time series are negatively correlated with SST in the eastern tropical Pacific (Fig. 9; see also Fig. S6c). The THW2010 regressions of SST on MSA and Cl\textsuperscript{2} anomalies show a horseshoe pattern in the North Pacific (the highest elevation site; Fig. 6). A
horseshoe pattern of opposite sign in the North Pacific is seen for summer MSA at PIG2010 (Fig. 4) and summer and winter Cl$^-$ at UPT2009 (Fig. 7). There is less variability in SST in the tropics than at high latitudes; therefore, the SST patterns we do see in the tropics are particularly notable.

d. Regional wind variability

At all sites, regression of summer surface wind velocity on summer MSA highlights offshore wind anomalies within Pine Island Bay and along the Amundsen Coast (Fig. 10; see also Fig. S4). The same relationship is found between summer TOWA and summer winds (Fig. 8d; see also Fig. S5d), and winter regional SIE and winter winds (Fig. 9h; see also Fig. S6d). At DIV2010 (the lowest elevation site, closest to Pine Island Bay), regressions of summer and winter surface wind velocity on summer and winter Cl$^-$ also show offshore wind anomalies along the Amundsen Coast, similar to the pattern observed at this site with summer MSA (Figs. 10b,c). At PIG2010, regression of summer surface wind velocity on summer Cl$^-$ shows easterly wind anomalies within Pine Island Bay (Fig. 10e). At PIG2010 and UPT2009 (the sites farthest from the coast), regression of winter surface wind velocity on winter Cl$^-$ shows an opposite pattern to MSA, with onshore wind anomalies.
within Pine Island Bay and along the Amundsen Coast (Figs. 10f,l). At THW2010, regression of summer surface wind velocity on summer Cl$^-$ shows neutral wind anomalies within Pine Island Bay, and onshore wind anomalies along the Amundsen Coast (Fig. 10h); regression of winter surface wind velocity on winter Cl$^-$ shows onshore wind anomalies within Pine Island Bay and neutral wind anomalies along the Amundsen Coast (Fig. 10i).

4. Discussion

In this section we discuss the broad seasonal relationships between regional wind anomalies and the source and transport of marine biogenic and sea-salt aerosols to the ice sheet indicated by our results above. Within that context, we take advantage of our records from multiple core sites to begin to assess how locations across the Amundsen catchment of WAIS are impacted spatially in response to atmospheric transport and marine aerosol source variability. Finally, we discuss the SH teleconnection to the tropical Pacific in the context of these new ice-sheet records from along the Amundsen Coast.

a. Regional wind anomalies and marine biogenic aerosol source and transport

The strong annual cycle of MSA shown at all sites (Fig. 3) supports previous findings that the marine biogenic compounds in ice cores from this region are derived primarily from summer productivity in the sea ice zone of the Amundsen Sea, with particularly strong influence from seasonal sea ice loss within the Pine Island Bay and Amundsen Sea polynyas for the most coastal ice-core sites (Criscitiello et al. 2013). Records from other Antarctic locations indicate negative correlations between MSA concentrations and SIE more broadly, consistent with the source of MSA being derived largely...
FIG. 9. Regression maps of summer (November–March) (a) SLP, (c) 500-hPa GH, (e) SST, and (g) wind on regional SIE (for the region between 80°–140°W and 60°–71°S) and winter (June–October) (b) SLP, (d) 500-hPa GH, (f) SST, and (h) wind on winter SIE. The SLP scale is from −2 to 2 hPa (with 0.3-hPa contours), the 500-hPa GH scale is from −2 to 2 m (with 0.3-m contours), and the SST scale is from −0.5° to 0.5°C (with 0.2°C contours). Contours show all regression patterns (no threshold of statistical significance; positive contours in light gray, negative contours in dark gray), while shaded regions indicate >95% significance (determined using a two-tailed Student’s t test; positive shaded in red, negative shaded in blue). The average arrow length represents on the order of approximately 10 m s⁻¹.
from summer productivity following sea ice breakup (Pasteur et al. 1995; Abram et al. 2007; Rhodes et al. 2009; Abram et al. 2011). The deposition of MSA on the ice sheet requires both conditions favorable for phytoplankton blooms as well as effective atmospheric transport of the resulting marine biogenic species onshore. Our results show that during times of MSA deposition, offshore wind anomalies (weakened onshore winds) are prevalent. We suggest that this anomaly increases both MSA source and transport through a proposed link with regional katabatic winds and associated polynya behavior (Fig. 11); this phenomenon is best expressed at DIV2010,
the most coastal site. Additionally, these offshore wind anomalies may contribute to sea ice breakup and thus enhanced DMS production near the leading ice edge, impacting the MSA record over parts of the ice sheet that receive precipitation from moisture source regions farther offshore. The reduced onshore winds observed during times of MSA deposition described above are in agreement with transport of marine biogenic aerosols to the ice sheet, as the climatology confirms that winds are consistently onshore during MSA deposition at all sites, which is necessary for transmission of moisture to the ice sheet (precipitation being the source of the marine signal; Fig. 11).

Previous work has shown that this region experiences persistent, strong katabatic winds (Parish and Bromwich 1987), which can develop more easily when there is a reduction in onshore winds (Nylen et al. 2004). Furthermore, katabatic winds have been shown to produce favorable conditions for polynya openings generally (Marshall and Turner 1997) and along the Amundsen

![Fig. 11. (a) Schematic map view of regional-scale circulation and winds during high summertime MSA deposition at DIV2010. Low pressure (cool colors) over the Antarctic Peninsula results in clockwise wind anomalies, while high pressure (warm colors) west of Pine Island Bay results in counterclockwise wind anomalies. The result is strong offshore wind anomalies on the ice sheet near Pine Island Bay (indicated by yellow star). (b) Schematic side-view of the same ice-sheet location (yellow star), highlighting local dynamics associated with large-scale teleconnections. Katabatic winds flow off the ice sheet, opening the polynyas and allowing for DMS production. DMS is oxidized in the atmosphere to MSA, which is transported over the ice sheet by onshore upper-level winds and precipitated on the ice sheet. While offshore wind anomalies are associated with MSA deposition at all sites, this schematic most directly represents dynamics at DIV2010, the most coastal site.](image-url)
Coast more specifically (Arrigo et al. 2012). Along the Amundsen Coast, katabatic winds push higher than normal volumes of sea ice both northward in the Amundsen Sea and away from the coast, yielding persistent polynya formation and resulting in high primary production rates (Smith et al. 2000; Arrigo and van Dijken 2003) and strong air–sea heat fluxes (Fusco et al. 2009). Katabatic winds are not captured by the reanalysis data employed in this study, so we cannot use the present study to test this hypothesis directly, but as detailed above the broad existing knowledge available about katabatic dynamics in this region supports this scenario, particularly for DIV2010, the most coastal site (Fig. 11).

We find that PIG2010 and THW2010 have the highest composite summer MSA concentrations and strongest seasonal cycles (Fig. 3). PIG2010 has offshore wind anomalies in Pine Island Bay and along the leading ice edge in the Amundsen Sea during MSA deposition in summer (Fig. 10d), which indicate that Pine Island Bay (and the polynyas) as well as the leading ice edge in the Amundsen Sea are source regions of marine biogenic aerosols to this site. THW2010 has offshore summer wind anomalies along the central Amundsen Coast during times of MSA deposition (Fig. 10g), and is situated geographically closest to the highly productive Amundsen Sea polynya. These results indicate that the Amundsen Sea polynya is a source region of marine biogenic aerosols to THW2010. The particularly high MSA concentrations at these two sites, situated near ice divides, could also be indicative of their receiving MSA from multiple nearby source regions. Of all four sites, PIG2010 is located the farthest east along the Amundsen Coast, and receives moisture both from the Amundsen–Bellingshausen Sea and the Weddell Sea [as has been previously shown by Kaspari et al. (2005) for the nearby International Trans-Antarctic Scientific Expedition (ITASE) site 01–3; Fig. 1]. Similarly, THW2010 likely receives moisture from the Amundsen–Bellingshausen Sea and the Ross Sea because of its location between these two catchments [similar to the findings by Kaspari et al. (2005) for the nearby ITASE 00–4 and 00–5 sites located on the Ross side of this divide; Fig. 1]. Polynyas in the Weddell and Ross Seas have been previously shown to contribute to marine aerosol records in coastal Antarctic ice cores (Barber and Massom 2007, and references therein), and the Bellingshausen Sea polynyas likely do as well.

DIV2010 has relatively high composite summer MSA concentrations (comparable to THW2010; Fig. 3) and has offshore wind anomalies along the Amundsen Coast, within Pine Island Bay, and near the leading ice edge in the Amundsen Sea during times of MSA deposition (Fig. 10a). These results indicate that, likely due in part to its location closest to Pine Island Bay, both nearshore regions such as the polynyas as well as offshore regions near the leading ice edge in the Amundsen Sea are source regions of MSA to DIV2010. In contrast to the other three sites, UPT2009 has both considerably lower composite summer MSA concentrations and the least pronounced seasonal cycle of all four core sites (Fig. 3). Results from this site show offshore summer wind anomalies within Pine Island Bay, and easterly convergent wind anomalies along the Amundsen Coast and near the leading ice edge in the Amundsen Sea during high MSA deposition (Fig. 10j). These results show that UPT2009 is subject to both limited MSA source regions (primarily the leading ice edge in the Amundsen Sea) and decreased transport of MSA, likely a result of its location (farthest inland and at a relatively high elevation).

b. Regional wind anomalies and sea-salt source and transport

The annual cycle of Cl− shown at all sites (Fig. 3) supports previous findings that sea salts in cores from this region are derived largely from winter sea ice formation, although sea salts are deposited year-round. This sea ice formation occurs within the polynyas, across the Amundsen Coast continental shelf break, and in other regions in the Amundsen Sea north of 70°S inferred to be the leading ice edge during the period of fall sea ice formation (Criscitelli et al. 2013). Akin to the discussion of MSA above, the deposition of sea salts onto the ice sheet requires conditions favorable for sea ice formation, as well as effective atmospheric transport of the resulting sea-salt aerosols to the ice sheet.

Comparison of results from the four different core sites highlights the importance of regional differences in sea-salt source and transport to any one specific ice-sheet location. DIV2010 has the second highest composite winter Cl− concentrations (Fig. 3) and is the only site with offshore summer and winter wind anomalies associated with enhanced sea-salt deposition (Figs. 10b,c). These results suggest that polynyas and other local nearshore areas in the Amundsen Sea sea ice zone may be a larger source of Cl− to DIV2010 than at the other core sites, likely resulting from its proximity to Pine Island Bay. PIG2010 and THW2010 have the lowest composite winter Cl− concentrations (Fig. 3). PIG2010 has winter onshore wind anomalies originating from the Amundsen Sea (strong meridional winds) during times of winter Cl− deposition, which may account for the low wintertime Cl− concentrations at this site. Previous work at the nearest ITASE site to PIG2010 (ITASE 01–3; Fig. 1) suggests that blocking by katabatic winds and “blocking-high
effects” (Massom et al. 2004) may inhibit sea-salt deposition at this location (Kaspari et al. 2005). THW2010 has onshore wind anomalies along the Amundsen Coast in summer, and onshore wind anomalies near Pine Island Bay in winter, which are part of a low pressure system with an offshore limb over the Ross sector, during times of high Cl deposition (Figs. 10h,i). As discussed above, this site has more than one moisture source region. Previous evidence has shown that core sites in the Ross drainage have particularly high sea-salt concentrations as a result of more efficient production of sea salts in the Ross Sea (elevated production rate of highly saline meltwater) as compared to the Pine Island–Thwaites drainage system (Kaspari et al. 2005). For example, the mean Na concentration from 1922 to 1991 at ITASE 01–3 (nearest PIG2010) was 18.4 ppb, compared with ITASE 00–4 and 00–5 in the Ross sector (nearest THW2010), which had mean Na concentrations of 33.2 and 38.3 ppb, respectively (Kaspari et al. 2005). The wind anomalies along the western Amundsen Coast (offshore during winter and onshore during summer) during times of Cl deposition at THW2010 (Figs. 10h,i) indicate that, similar to what we observe at PIG2010, sea salts from Ross Sea source regions are not transported to THW2010. The fact that the Ross Sea is not a moisture source region to THW2010 during times of Cl deposition may account for the relatively low composite winter Cl concentrations at THW2010 (Fig. 3). Finally, UPT2009 has the highest composite winter Cl concentration (Fig. 3) and the strongest onshore winter wind anomalies of all four sites (Fig. 10l). While UPT2009 is farthest inland, the site’s relatively high elevation, and location within the Pine Island–Thwaites drainage system, exposes it to strong onshore wind anomalies in winter. Enhanced onshore winds along the Amundsen Coast and in particular from important sea ice formation regions farther afield near the leading ice edge and continental shelf in the Amundsen Sea directly increase the transport of sea salt from these source regions to UPT2009.

c. SH teleconnection to the tropical Pacific

Our regression analysis suggests that interannual variations in firm-core marine-aerosol records from the Amundsen Coast region of West Antarctica are linked with basin-scale SST variations particularly in the tropical Pacific that affect regional winds. Other studies have also identified a teleconnection between the tropical Pacific Ocean and aerosol deposition in Antarctica (Vance et al. 2013). Regressions of SST on PIG2010 winter Cl anomalies (Fig. 4i), and THW2010 summer MSA and winter Cl anomalies (Figs. 6g,i), are significant and negative in the eastern tropical Pacific. This SST pattern indicates La Niña–like conditions and, combined with the SLP and 500-hPa GH results, suggests that these sites may be more influenced by the tropical Pacific than the DIV2010 and UPT2009 sites. The distinct SAM-like pattern of SLP and 500-hPa GH seen with summer MSA at THW2010 suggests that the marine aerosols reaching this site are influenced by internal atmospheric dynamics, in addition to large-scale atmospheric dynamics. As discussed above, the proximity of DIV2010 to Pine Island Bay may result in a larger contribution of local dynamics (i.e., polynyas variability) to the ice-sheet records (both marine biogenic and sea salt) at this most coastal site. The more inland location of UPT2009, as well as its relatively high elevation, may account for its lower overall summer MSA concentrations (as described above) and may also limit its sensitivity to regional dynamics driven by large-scale variability as compared to PIG2010 and THW2010. Similarly, the weaker regressions of global winter atmospheric fields on UPT2009 winter Cl concentration that the high Cl concentrations from offshore moisture source regions may not be sensitive to tropical Pacific dynamics. We also note that the well-studied, distinct changes between the 1980s and 1990s in the ENSO teleconnection to the high-latitude South Pacific (e.g., Fogt and Bromwich 2006) would be captured by the longer records in this study (DIV2010 and THW2010) but not the shorter records (PIG2010 and UPT2009), which may account for some of the observations discussed in this section.

The SIE results (Fig. 9), and to a lesser extent the TOWA results (Fig. 8), confirm the relationship between remote atmospheric dynamics that affect regional winds and Amundsen Sea sea ice variability, which impact ice-sheet marine-aerosol records. The regional SIE results also show the strong, well-established connection between Amundsen Sea sea ice variability and SAM (as has been previously shown, e.g., Lefebvre et al. 2004). The 500-hPa GH regression fields show similar results to the SLP regression fields in terms of the teleconnection to the Antarctic. While the associated SST regressions (Figs. 9e,f) in the eastern tropical Pacific are not as strong as the regressions of pressure fields (which show a clear Rossby wave train connecting the tropics to West Antarctica; Figs. 9a–d), there is relatively small amplitude of SST variability in the tropics when compared to the high latitudes, so the patterns we do see are both statistically and physically significant, and consistent with the other reanalysis results. As mentioned previously, tropical Pacific SST variability influences the upper troposphere, resulting in wave trains of alternating high and low pressure that emanate both north and south (Trenberth et al. 1998), as seen in our results.
Our results highlight the importance of both seasonality and location on the impact of atmospheric teleconnections on marine aerosol variability. The impact of ENSO on SH atmospheric circulation is generally strongest in austral winter and spring (e.g., Jin and Kirtman 2010). The wave train pattern therefore becomes prominent in winter and spring, while a more annular pattern can be seen in summer. Our seasonal results reflect these changes in strength and development of the teleconnection. This is evident particularly at THW2010, where a SAM-like pattern is seen with summer regressions of SLP and 500-hPa GH on summer MSA, and a more organized wave train is seen with winter Cl\(^-\). Since sea-salt aerosols are deposited year-round, but largely in winter during sea ice formation, it is expected that Cl\(^-\) would be more strongly influenced by tropical forcing and atmospheric Rossby waves than biogenic aerosols, as we have shown at THW2010 and PIG2010. Further, comparison of the summer and winter regressions of SLP or 500-hPa GH on Cl\(^-\) show that the wave train becomes more developed in winter, particularly at THW2010 (Fig. 6). Since marine biogenic aerosols originate from biological productivity during spring and summer, it is also expected that MSA may be more influenced by internal atmospheric variability than tropical forcing, since it is deposited when the teleconnection to the tropics is generally weakest. While the teleconnection may be weaker during times of MSA deposition, and there is certainly variability from site to site, our results do show that summer regressions of SLP, 500-hPa GH, and SST on summer MSA still reveal a significant link via a wave train to the tropical Pacific.

5. Conclusions

This work investigates the influence of tropical Pacific dynamics on marine aerosol transport to West Antarctica. We compare MSA and Cl\(^-\) concentrations from four new West Antarctic firn cores with global reanalysis data of SLP, 500-hPa GH, SST, and surface wind velocity. The use of multiple core sites enables us to assess spatial variations in marine aerosol source and atmospheric transport as a function of distance from the coast as well as location within the catchments. Our key findings are that 1) the tropical Pacific influences both the overall source and transport of marine aerosols to the ice sheet through its remote control on regional winds; 2) weaker onshore winds (which can enhance katabatic flow and favor polynya formation along the Amundsen Coast) during times of MSA deposition suggest the polynyas are a major source region of MSA to the Amundsen sector of WAIS; 3) stronger onshore winds during times of sea-salt deposition at all but the most coastal core site suggest an offshore source region for sea salts to most of the Amundsen sector of WAIS, while local dynamics (i.e., polynya variability) may be more important nearer to the coast (i.e., at DIV2010); 4) regional sea ice behavior (SIE) is also strongly linked to the tropical Pacific via a Rossby wave train; and 5) MSA variability may be more influenced by internal atmospheric variability than Cl\(^-\) variability (since MSA is deposited predominantly in summer when the teleconnection to the tropics is weakest), and Cl\(^-\) variability may be more influenced by tropical forcing and atmospheric Rossby waves than biogenic aerosols (since Cl\(^-\) is deposited largely in winter when the teleconnection to the tropics is strongest).

We show that both the source and transport of marine aerosols to West Antarctica are controlled by the dynamics of the response to remote atmospheric forcing. This study provides a first assessment of remote atmospheric forcing on Amundsen Coast marine-aerosol records, and benefits from the strength of having multiple coring sites that offer seasonal resolution. Our results should aid future interpretations of ice-core marine-aerosol records in West Antarctica and provide additional evidence of the teleconnection between the tropical Pacific and West Antarctica (previously shown using SST, SLP, and SIC) with independent ice-sheet variables.
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