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Early surveillance of notifiable infectious diseases is a key element for their control by public health agencies. The goal of syndromic disease surveillance is to identify emerging infectious risks to public health in real or near real time as a method of early detection, trend monitoring, and false-alarm avoidance. This article reviews temporal, spatial, and spatial–temporal aberration detection techniques that can be used to facilitate the early detection of infectious disease outbreaks that can occur in nonrandom yet clustered distributions in geographic information systems (GIS)-based syndromic surveillance systems. The focus is on the approaches appropriate for prospective surveillance data. In addition, this article discusses the impact of data privacy, security, and data quality on detection algorithms and explores what the future GIS-based syndromic surveillance systems may hold.
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1. Introduction

World events such as the potential for lethal naturally occurring outbreaks such as severe acute respiratory syndrome (SARS) in Hong Kong and Canada (Lai et al. 2004), the threat of bioterror as exemplified by the release of anthrax in the United States in 2001 (Nordin and Al. 2005), the heightened potential for a pandemic influenza outbreak, and the 2009 swine flu outbreak are resulting in an increased awareness among the public of the risk of a devastating infectious disease outbreak in the future. In order to monitor public health in an effective and responsible manner for disease prevention and control in a timely fashion, the development of early warning systems (or surveillance systems) for disease outbreak surveillance has become a priority in many nations. Early detection of these potential health risks requires surveillance systems based on multiple sources of data from a large proportion of the population under surveillance, as well as the capability to statistically analyze spatial and temporal data in real time or near real time (Gestland et al. 2003, Nordin and Al. 2005, Yan et al. 2008).

Traditionally, disease surveillance relies on routine and manual filing of case reports by hospital and family physicians or clinicians. Disease outbreaks are detected when observed case counts of disease morbidity or mortality are significantly higher than what are statistically expected based on a previous season’s reporting (Gestland and et al. 2003, Dafni and et. al. 2004). The usefulness of this surveillance approach to early detection of infectious disease is limited by the delays that occur due to data acquisition and analysis, laboratory reporting, and physician apprehension to report a disease trend before definitive testing results are obtained (Gestland and et al. 2003). The term syndromic surveillance refers to the methods that rely on early identification of disease outbreaks by the detection of clinical case features that are apparent before confirmatory diagnoses are made by physician or laboratory analysis (Dafni et al. 2004, Henning 2004, Mandl 2004). A syndromic surveillance is usually assisted by computer-based data acquisition and generation of statistical alerts in real-time or near-real-time outbreaks of disease and includes a functional capacity for data collection, analysis, and dissemination linked to public health programs (Henning 2004). Syndromic surveillance systems rely on a continuous and real-time acquisition of health data via the use of automated protocols. This type of alert system aids the frontline physician in a hospital emergency department or walk-in clinic, who is only alert to individual cases rather than the overall spatial and temporal patterns of disease that patients presenting across an entire geographic region may represent (Kamel-Boulos 2004, Mandl 2004).
Many types of syndromic surveillance systems have been operating in various jurisdictions across different nations (Gestland et al. 2003, Lombardo et al. 2003, Tsui et al. 2003, Cooper 2007, Lombardo and Buckeridge 2007, Moore et al. 2008). According to a study conducted by the Center for Disease Control and Prevention (CDC) of United States, there are more than 100 sites in United States alone that implemented syndromic surveillance systems (Buehler et al. 2003). These systems vary widely in terms of the system architecture, information processing and management techniques, characteristics and sources of the data, methods employed to collect surveillance data, geographic coverage, disease focuses, and the analytical methodology used to determine whether a disease outbreak has occurred (Bravata et al. 2004, Yan et al. 2008). More detailed comparison and review of different syndromic surveillance systems can be found in Yan et al. (2008).

The application of geographic information systems (GIS) and spatial analysis to health-related research is increasing at a rapid rate. GIS is usually applied to single-issue, isolated, and time-limited etiological research that is retrospective in nature rather than to real-time prospective data associated with health planning, coordinating, or protection activities (Kamel-Boulos 2004, Moore et al. 2008). Geographic location is a key component in 80–90% of all data generated by the government and health sectors in the United States and Canada (Kamel-Boulos 2004, Kennedy et al. 2008). The advent of affordable and quick geocoding of addresses allows for surveillance on a finer spatial scale than it had ever been in the past. Therefore, the processes used to transform these data into useful information will require the systematic use of GIS and spatial analysis methods in linking, referencing, visualizing, and analyzing the various existing and yet-to-be-identified disease-related surveillance datasets (Yan et al. 2008).

Many different disease aberration detection algorithms are used in operating syndromic surveillance systems worldwide (Dafni et al. 2004, Lombardo and Buckeridge 2007). These algorithms are utilized as statistical alert mechanisms to generate an alarm whenever the observed frequency of disease occurrences exceeds what is expected and help, therefore, in the detection of a signal pattern of disease in human populations that can be distinguished from what is considered to be background noise (Tsui et al. 2003). These algorithms detect disease in temporal and/or spatial excess from what is normally expected and form a cluster. These clusters are characteristic of the distribution of a particular disease in a specified period of time or region (Quataert et al. 1999, Rogerson and Yamada 2009). A temporal cluster would be an excess of disease frequency during a particular time period, whereas a spatial cluster would be an excess of disease found within a specific geographic area. A syndromic surveillance system is maximized when both spatial and temporal cluster detection algorithms work in concert to recognize emerging infectious disease at an early stage of infectivity (Kleinman et al. 2004).

2. Spatial–temporal aberration detection methods

Quickly detecting spatial, temporal, and spatial–temporal pattern change is the key for real-time surveillance. Aberration detection algorithms are statistical tools used as alert mechanisms to generate an alarm whenever the observed frequency of disease occurrences exceeds what is expected and, therefore, to detect a signal pattern of disease in human populations that can be distinguished from what is considered to be background noise (Tsui et al. 2003). These algorithms detect disease in temporal and/or spatial excess from what is normally expected and form a cluster. These clusters are characteristic of the distribution of a particular disease over a defined region during a specified period of time or region (Quataert et al. 1999, Rogerson and Yamada 2009). A temporal cluster would be an excess of disease frequency during a particular time period, whereas a spatial cluster would be an excess of disease found within a specific geographic area. A syndromic surveillance system is maximized when both spatial and temporal cluster detection algorithms work in concert to recognize emerging infectious disease at an early stage of infectivity (Kleinman et al. 2004).

2.1. Temporal aberration detection methods

Time series methods based on autoregressive integrated moving average (ARIMA) are one of the simplest methods that have been applied to detect disease outbreak (Reis and Mandl 2003). Such methods are available in commonly used statistical packages (e.g. SAS software) and are easy to use. One limitation of the ARIMA methods is their difficulty in updating model parameters when new data come in.

The recursive least squares (RLS) is another simple algorithm based on autoregressive linear models now being used in surveillance systems. The purpose of the RLS algorithm is to minimize the sum of the absolute squares of difference between the desired number of disease cases and the actual cases (Haykin 2002). This algorithm’s strength
is that it uses recent historical data (for the past few days) rather than historical data collected over the previous year to derive its signal spikes for each syndrome category (e.g., gastrointestinal or respiratory) and can thereby be useful in situations where there is a high turnover of population through a region (Moore and Al 2000, Das et al. 2003, Gestland et al. 2003). The RLS algorithm generates alerts when the observations of disease incidence exceed the 95% confidence interval of a predicted disease incidence.

Another common algorithm used in most surveillance system is the cumulative sum (CUSUM), which calculates the CUSUM of differences between the sequential observations of a variable from an expected mean. In surveillance systems, CUSUM compares the mean disease events observed during the previous several days or hours to a moving time window of means based on the previous 6 months to 2 years (Moore and Al 2000, Das et al. 2003, Moore et al. 2008). This allows for the correction of data for seasonal variation in disease incidence (Mandl 2004). When the number of disease cases is significantly above the average during a period of time (e.g., 7 days), the amount added to the CUSUM will be positive and the sum will steadily increase. A segment of the CUSUM will have an upward slope indicating a period in which disease appearance frequency is above average.

What is strange about recent events (WSARE) employs a rule-based technique that compares recent disease data to those from a baseline distribution and finds recent periods changed the most (Wong et al. 2005). It takes advantage of the wealth of spatial, temporal, demographic, and symptomatic information in the surveillance system and investigates patient records and other patient characteristics, including geographic information, to determine whether there are statistical anomalies among patients with these characteristics on a given day when compared to patients on the same day using historical data (Wong et al. 2003, 2005). The WSARE algorithm incorporates a wide range of ideas, including association rules, Bayesian networks, hypothesis testing, and permutation tests to evaluate the significance of the aberration.

Many other algorithms exist but are not described here (e.g., hidden Markov model-based approaches, Wavelet, Pulsar, LOWESS, and TAD). A general description of these temporal algorithms can be found in Sonesson and Brock (2003) and Dafni et al. (2004). It should be noted that all the surveillance algorithms described above are based on temporal statistical methods only, with the exception of WSARE. Surveillance using purely temporal techniques is dependent on the size of the geographic unit area in which the disease surveillance counts originate. If the surveillance region is too small, the number of incidents may also be small, leading to a low algorithm sensitivity and subsequent exclusion of outbreak cases. Conversely, if the region represented in the time series is too large, early outbreak cases may be hidden in the background statistical noise.

2.2. Spatial and spatial–temporal detection approaches

Disease outbreaks are likely presented as clusters in space, time, or both. Most surveillance systems focus more on temporal aberration detection and GIS-based spatial mapping and visualization (Moore 2004, Moore et al. 2008). The continued lack of effective spatial detection algorithms creates a real deficit in the true potential and abilities of syndromic surveillance systems. Temporal statistical methods are often unable to detect the spatial clusters, especially when the number of cases is small and the surveillance region is large. Many natural disease outbreaks or biological attacks are typically started at a local spatial scale first. The statistics of clustering of health-related events have been studied for many decades (Marshall 1991, Anselin 1995, Ord and Getis 1995, Kulldorff 1997, Sonesson and Brock 2003, Lawson 2006). They are generally intended to tackle two issues: (1) Is there an overall tendency for clustering in the region? (2) If yes, where do clusters specifically occur? The first question can often be measured by global spatial statistics (Lee and Rogerson 2007), while the second is usually answered by local statistics. However, many traditional spatial clustering methods as reviewed by Lawson (2006) are developed for retrospective data and cannot be directly applied for spatial cluster detection in the prospective surveillance data, which requires an ongoing effort to detect spatial pattern change when new data become available (Rogerson 1997, Rogerson and Yamada 2004). In the following sections, our focus will be on spatial mapping and cluster detection approaches appropriate for prospective data although some approaches for retrospective data are discussed. Table 1 summarizes the various spatial and spatial–temporal aberration methods proposed and tested in the literature.

The earliest attempt to develop surveillance approaches for detecting spatial disease clustering can be traced back to a sequential test developed by Bartholomew (1956). Due to its complexity and underlining hypothesis, it has not received much attention (Rogerson 1997). Openshaw et al. (1988) proposed a geographical analysis machine (GAM) by constantly searching clusters of spatial locations with an excess of cases at a defined local significance level. Although this approach initially was not designed for surveillance data, it can be used for spatial surveillance. However, its computation demand is high when multiple testing is involved.

Rogerson (1997) was the first researcher to bring attention to spatial pattern analysis in surveillance data. He developed a CUSUM statistic that combines a modified Tango’s statistic and general and focused tests of clustering to monitor changes in spatial patterns. Its shortcoming was that the approach was based on an assessment of global pattern change rather than on local changes. Rogerson suggested that CUSUM analysis of some local statistics such as local Moran’s I or Getis’s G may offer more promise.
CUSUM generally performed better at detecting changes in rates that occur in a small number of regions and spatial autocorrelation was weak or was poorly estimated.

A different approach to spatial and temporal cluster detection was used by Lazarus et al. (2002), who employed a generalized linear mixed model (GLMM or logistic regression) of hospital visits and tele-health calls with geo-coded personal addresses to detect potential clusters of bioterror-related anthrax cases in eastern Massachusetts. The main advantage of using a GLMM is its predictive ability built on historical data. The results of the model can be presented using a probability-based metric that is adjusted for covariates and unmeasured features. This allowed the model to be useful for predicting the number of expected disease cases for a particular day of the year in advance. A major recommendation of the authors was that more data sources (absenteeism, over-the-counter sales) added to the model would make an important supplement to the system in terms of predictive ability. Kleinman et al. (2004) also used a combined algorithm of GLMM and CUSUM to detect incident disease clusters in small areas. This small-scale approach is useful in the detection of a deliberate release of a biological agent as well as the detection of other small-scale illnesses such as food poisoning (Kleinman et al. 2005).

### Table 1. The summary of spatial and spatial–temporal aberration detection methods in the literature.

<table>
<thead>
<tr>
<th>Methods/algorithms</th>
<th>Detection type</th>
<th>Applications and limitations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>A sequential test</td>
<td>Spatial</td>
<td>Tested for simulated data</td>
<td>Bartholomew (1956)</td>
</tr>
<tr>
<td>Geographical analysis machine</td>
<td>Spatial</td>
<td>Retrospective data; high computation cost</td>
<td>Openshaw et al. (1988)</td>
</tr>
<tr>
<td>Multivariate CUSUM approaches; univariate CUSUM approaches</td>
<td>Spatial</td>
<td>Tested for retrospective and prospective data; can combine multiple variables</td>
<td>Rogerson and Yamada (2004, 2009), Moore and Ai (2000)</td>
</tr>
<tr>
<td>GLMM</td>
<td>Spatial</td>
<td>Tested for prospective surveillance data; sensitive to a small number of spatial focused cases</td>
<td>Lazarus et al. (2002); Kleinman et al. (2004, 2005)</td>
</tr>
<tr>
<td>SMART</td>
<td>Spatial</td>
<td>Tested for prospective surveillance data; seasonal, weekly effects and other factors can be adjusted during regression</td>
<td>Bradley et al. (2005) Yih et al. (2005)</td>
</tr>
<tr>
<td>M-Statistic Scan statistics</td>
<td>Spatial; spatial–temporal</td>
<td>Well tested for both retrospective and prospective data; the geometric shape of the clusters is limited; computation cost can be high</td>
<td>Olson et al. (2005) Kulleroff (1997, 2001); Das et al. (2003), Hefferman et al. (2004), Kulleroff (2011), Kleinman et al. (2005)</td>
</tr>
<tr>
<td>Bayesian spatial scan statistics</td>
<td>Spatial; spatial–temporal</td>
<td>Tested in prospective surveillance data; computationally efficient; can incorporate prior knowledge</td>
<td>Neill et al. (2005)</td>
</tr>
<tr>
<td>RSVC</td>
<td>Spatial</td>
<td>Tested for retrospective spatial and temporal data; can adjust the shape of clustering</td>
<td>Zeng et al. (2004), Chang et al. (2005)</td>
</tr>
<tr>
<td>WSARE</td>
<td>Temporal and spatial–temporal</td>
<td>Tested for prospective surveillance data; can use representative features for monitoring; baseline distribution needs to be known</td>
<td>Wong et al. (2003, 2005)</td>
</tr>
<tr>
<td>PANDA</td>
<td>Spatial–temporal</td>
<td>Tested for prospective surveillance data; can handle multiple variables; computationally extensive</td>
<td>Moore et al. (2000), Cooper et al. (2004)</td>
</tr>
</tbody>
</table>

Note: CUSUM, cumulative sum; GLMM, generalized linear mixed model; SMART, small-area regression and testing; RSVC, risk-adjusted support vector clustering; WSARE, what is strange about recent events; PANDA, population-wide anomaly detection and assessment.
This research emphasizes the importance of both temporal and spatial cluster analyses as a more effective method in syndromic surveillance than in temporal analysis alone.

Small-area regression and testing (SMART) is also a regression analysis modified from GLMM (Bradley et al. 2005). The SMART model generates a predicted value and the difference between the predicted and observed values based on approximately 2 years of baseline data and parameters for day of the week, holiday, day after a holiday, sine, and cosine seasonal terms. These values are transformed into a statistical measure of the time period in which one is interested to determine the recurrence interval (RI) for the observed count. RI values are then entered into SMART score groups to determine the statistical significance of outbreaks in each small area. Past experiment study suggested that SMART gave slightly inferior results to the spatial scan statistic method although both methods achieved satisfied performances (Kleinman et al. 2005).

Instead of using temporal analysis and analyzing spatial data at the scale of census tract, Olson et al. (2005) used individual patient addresses and translated them into longitude and latitude coordinates using ArcGIS (Olson et al. 2005). A comparison metric known as M-Statistic was then used to determine whether discrepancies existed in an interpoint distance distribution. Here, distance values between what was expected based on a baseline historical patient spatial distribution and what were observed from real-time hospital patient data were determined. Olson et al. (2005) found that this methodology was sensitive in detecting spatial clustering even when the outbreak was small, but that the system would need to be adjusted for the seasonality of the disease under surveillance.

Scan statistics and its variations have been widely used in syndromic surveillance systems to detect and evaluate spatial, temporal, or spatial–temporal clusters (Kulldorff 1997, Yan et al. 2008). The basic principle is to gradually scan a window across time and/or space, comparing the number of observed and expected observations inside the window at each location. In theory, the scanning window can be either an interval (in time), a circle or an ellipse (in space), or a cylinder with a circular or elliptical base (in space–time) (Kulldorff 2011). Monte Carlo simulations are performed to rank the likelihood values so that a P-value (ranking position) can be assigned to each cluster to indicate its statistical significance. The main advantages of scan statistic methods include that it avoids preselection bias on size or location of clusters and can be easily adjusted for non-uniform population density as well as other factors. The scan statistic was originally developed for retrospective analysis of chronic disease but has since been adapted for infectious disease surveillance systems (Kulldorff 2001, Das et al. 2003, Hefferman et al. 2004). With the availability of SatScan, a freely downloadable software that implements various types of scan statistics, these scan statistic approaches have been widely applied to different surveillance systems. Duczmal and Buckeridge (2005) proposed a modified spatial scan statistic by considering work-related factors. The results show that the modified approach achieved greater detection power than the scan statistics if not considering people movement.

Several known problems exist in spatial scan methods. First, they can only detect clusters in simple regular shape. Second, it is difficult to incorporate prior knowledge such as the size or shape of the outbreaks or the impact of infection rate. Third, local cluster search over a large region can be computationally expensive. Neill et al. (2005) proposed a Bayesian spatial scan statistic to address the second and third problems. The Bayesian spatial scan methods are more computational efficient and can combine a prior knowledge of an outbreak. Instead of using the Poisson method in original spatial scan statistic, a conjugate gamma-Poisson model is used to produce a spatial map showing the posterior probabilities of an outbreak in each location.

Besides the above commonly used approaches for prospective data, many traditional and advanced global and local spatial clustering techniques for retrospective data could be adopted to surveillance data. A summary of the traditional methods can be found in Lawson (2006). These methods can be used to measure the spatial association and arrangement of outbreak locations. During a communicable disease outbreak, a patient is more likely to infect people near to him/her. This relationship may be described as an autocorrelation in space and used to indicate a spatial clustering (or a hot spot) of disease outbreaks. These global and local spatial clustering methods could be used to measure the spatial association of outbreak locations and their temporal change to identify hot spots of a disease (Lee and Rogerson 2007, Rogerson and Yamada 2009).

More advanced hot spot analysis approaches, including risk-adjusted support vector clustering (RSVC), prospective support vector clustering (Chang et al. 2005), and space–time correlation analysis (Ma et al. 2006), have been developed to deal with the limitation of regular clustering shape in many spatial detection approaches for disease outbreak detection. Zeng et al. (2004) proposed an RSVC approach that can combine the risk adjustment idea with a robust support vector clustering (SVC) method to improve the detection performance for retrospective spatial–temporal data. The RSVC method uses a dynamically adjusted Gaussian kernel function to find a hypersphere with a minimal radius to contain most of the data to indicate high-risk outbreak areas (Zeng et al. 2004). These approaches have been implemented in BioPortal, a biosurveillance system developed by the State of Arizona Department of Health Services and hospitals in Taiwan (Zeng et al. 2005, Chen and Xu 2006).
The majority of the spatial and spatial-temporal detection methods are designed to monitor spatial pattern change in individual data source. In order to take into account data from multiple sources and variables, a set of spatial-temporal detection approaches has been developed based on the theory of Bayesian network. Besides the WSARE discussed before, another example is population-wide anomaly detection and assessment (PANDA) algorithm built on a causal Bayesian network-based model to analyze the spatial-temporal probability of disease in a population as a whole (Cooper et al. 2004). The advantage of this algorithm is its capability of building a large set of inter-linked patient-specific probabilistic causal models to include various risk factors. A previous study showed that this algorithm can handle a population size of 1.4 million (Cooper et al. 2004). However, an in-depth investigation and comparison on the gain of using information from different data sources is needed.

3. Issues and challenges in spatial and spatial-temporal aberration detection

The key issue in spatial and spatial-temporal aberration detection is the algorithm sensitivity, specificity, and timeliness of detecting a potential outbreak (Hutwagner and Browne et al. 2005; Rogerson 2009). To be useful, detection algorithms need to send an alarm in a promptly fashion. The earlier a true alarm is sent, the more helpful it is to the outbreak monitor and control. Although there are many spatial and temporal detection approaches existing, there is no definitive proof that these approaches can catch all early disease outbreaks due to the issues ranging from data quality to algorithm effectiveness. The determination of appropriate alarm thresholds for each of these spatial approaches is a pivotal issue. In addition, interpretation of spatial disease distributions can be tricky as several different spatial detection algorithms may result in a similar disease pattern (Graham et al. 2004, Rogerson and Yamada 2009).

The use of spatial detection approaches in syndromic surveillance depends heavily on the access to useable geographic data. Most syndromic surveillance systems utilize data that were not originally created for surveillance purposes. In syndromic surveillance, it is not necessary or possible to have perfect or error-free data. Most syndromic surveillance systems generate early detection alarms from statistically noisy data. Inaccurate or incomplete geocoding of data has been addressed considerably in the literature (Hurley et al. 2003, Elliot and Wartenberg 2004, Moore et al. 2008). The result of poor data quality can be either false alarms due to an artificial amplification of a disease signal or the suppression of a disease signal when a true outbreak or biological attack occurs (Pavlin 2003). The compromise with disease detection algorithms is that they provide a timely and cheap, but noisy, approximation of what could be obtained from the manual analysis of patient data that would only be available in the late stages of an epidemic disease outbreak (Tsui et al. 2003, Wong et al. 2003). Thus, syndromic surveillance cannot replace the requirement for epidemiologists to be on the ground tracking down clinical and exposure information. Epidemiologists must investigate every alarm to confirm whether the alarming signal is a result of valid data or misclassification. This requires the examination of individual cases from the cluster that triggered the syndromic surveillance alarm so that demographic and geographic information can be used to identify potential data misclassification (Duchin 2003).

Privacy and confidentiality concerns are always an issue impacting the accurate analysis of spatial and spatial-temporal detection methods (Kamel-Boulos et al. 2004, Moore et al. 2008). There is a tension between the need to protect personal information and the requirement to use that data for the public good, as is the case in public health syndromic surveillance systems (Gestland et al. 2003). Although much detailed geographic data are collected in surveillance systems, some of these data must be aggregated to much coarser scale due to federal, provincial, and institutional privacy protection laws (Gestland et al. 2003, Moore et al. 2008). Data aggregation will produce ‘spatial uncertainty’ due to the masking of the outbreak signal of small clusters within aggregate data or the dilution of clusters that straddle borders between separate data aggregation areas (Jacquez 2000, Olson et al. 2005). This type of system will result in a loss of information and will not have the ability to identify disease clusters as readily as systems that correlate personal information and geographic place and time. The results are a lower sensitivity and specificity of the system and consequently higher likelihood to sound false alarms or fail to detect disease outbreak clusters. So far, no comprehensive tests have been conducted to evaluate the spatial and temporal sensitivity of various detection methods under different aggregation levels. Our past initial simulation showed that aggregation caused the delay in terms of spatial-temporal aberration alarming by different spatial and temporal detection algorithms in the surveillance system (Tian et al. 2006). More systematic tests are needed. How much impact this time delay to the infectious disease control will have depends on the disease’s incubation period and spreading speed of the disease. If it is a high contagious disease and has a short incubation period, this delay may cost valuable acting time for public health officials to control it.

The uncertainty of spatial detection algorithms caused by the variation of spatial unit sizes (such as postal/zip codes or census tracts) used in surveillance systems is also not clear. For example, in rural areas, due to the large area each postal code covers, the location of rural postal stations cannot represent the location of people living in that region at all. This would cause difficulties in outbreak detection, as there may not be a strong clustering of postal/zip codes
or hospital presentations of disease cases. Pinpointing the geographic location of the outbreak can therefore be challenging. When several random cases from the same rural postal/zip code are reported, the spatial aberration detection tends to give a false alarm. Different from urban areas, a spatial cluster size should be settled much larger when used in the rural area. This variation causes some challenges when using spatial aberration detection in the surveillance system since most spatial detection algorithms cannot automatically adjust the analysis window for different regions.

It is the trend in surveillance systems that more nontraditional data from multiple sources will be entered into the system. For example, analyzing patients’ recent activities became quickly evident that SARS victims had recently visited Hong Kong or had been in contact with people who had done so (Lai et al. 2004). In the early stage of the swine flu outbreak, most patients in Canada had direct or indirect links to people who visited Mexico. As well, emergency (911) and tele-health callers and retail customers can be linked temporally and spatially through the use of their address, telephone number, or postal code (Feinberg and Shmueli 2005, Cooper 2007, Moore et al. 2008). Increased sales from some product groups can be good indicators of disease number and type. Absenteeism is another source of data that can be used (Lombardo and et al. 2003).

The combination of all these data sources can increase the strength of a signal to be detected from the background noise by surveillance algorithms. However, there are several challenges to the detection algorithms when dealing with a large volume of data from different sources. Most algorithms existing in the current surveillance systems are not designed to handle these nontraditional data and cannot utilize this information (Wong et al. 2005, Yan et al. 2008). Another issue is that current algorithms cannot handle the high level of uncertainty embedded in these nontraditional data. More robust temporal and spatial detection approaches that can integrate information from different data sources are needed in future surveillance systems. Some nontraditional approaches developed in spatial–temporal analysis of other geographic fields, such as artificial neural networks in machine learning, Bayesian spatial–temporal approaches (Chapman et al. 2005, Lawson 2006), or a hierarchical system of sequential alerts (Feinberg and Shmueli 2005), are recognized as being superior in extracting information from multivariate databases. In recent years, knowledge-based data mining and data-fusion approaches have also been tested in detecting and predicting disease outbreaks from multiple data sources in syndromic systems (Yan et al. 2008).

4. Summary and conclusions
Public health syndromic surveillance allows for stakeholders and policymakers to estimate the magnitude and distribution of a potential infectious disease outbreak in real time or near real time. Testing some surveillance systems against yearly disease cycles (e.g., influenza) has shown that the systems do validly model and predict these outbreaks (Platt and Boccino et al. 2003, Lombardo and Buckeridge 2007). The growing outbreak cluster can actually be recognized by a series of spatial detection with expending time frames. Typically, syndromic surveillance systems and their associated stakeholders cut across jurisdictional boundaries (hospital, city, county, public health unit, province, federal) and, therefore, require the cooperation of these various entities (Gestland et al. 2003). Cooperation and facilitation are required in order for such a system to function efficiently. This is a challenge that has been gradually overcome in many jurisdictions across Canada, the United States, and Europe in recent years (Moore 2004, Rolphamre and Grabowska et al. 2004, Lombardo and Buckeridge 2007).

Disease processes result in disease patterns that are both complex in nature and may operate over a range of spatial and temporal scales to produce an array of intricate patterns of disease incidence during an outbreak (Graham et al. 2004). Although monitoring changes in the spatial pattern of diseases is extremely useful for early, rapid detection of infectious disease outbreaks, many of the methods reviewed above have not become routines in current surveillance systems. Interpretation of results from spatial and temporal algorithms can be tricky as different algorithms may result in different conclusions for a same disease pattern. Most surveillance systems focus more on temporal aberration detection and GIS-based spatial mapping and visualization (Moore 2004, Moore et al. 2008). The continued lack of effective spatial detection algorithms creates a real deficit in the true potential and abilities of syndromic surveillance systems.

This article gives a review on various spatial and spatial–temporal aberration detection methods that have been used in various systems or have the potential of being used in GIS-based surveillance systems. It should be noted that the disease detection algorithms cannot guarantee an accurate detection for an epidemic disease outbreak, other than a timely, relatively cheap, and approximate alarm. Thus, syndromic surveillance cannot replace the groundwork of epidemiologists to track down clinical and exposure information.

With the increasing availability of geographic information in the syndromic systems, the spatial and spatial–temporal cluster detection should play more important roles in providing early warning of disease outbreaks. Algorithm sensitivity and specificity are ongoing issues in the use of spatial and spatial–temporal detection algorithms in the syndromic surveillance systems (Dafni et al. 2004). Most of these spatial and spatial–temporal techniques are sensitive to spatial and/or temporal units used in the analysis. Although there are many spatial and temporal...
detection approaches existing, there is no definitive proof that these approaches can catch all early disease outbreaks due to the issues of data quality and other issues in the systems. Algorithm sensitivity needs to be considered and tested before these algorithms are implemented in GIS-based syndromic systems so that the balance between early outbreak detection and false alarms is optimized as these alarms are costly in terms of financial and human resources to investigate. More research on the impact of different algorithm parameters, spatial units, and spatial and temporal uncertainty on the performance of detection methods will be needed before they can be practically implemented into surveillance systems for disease monitoring and health policy decision.

As the surveillance system is expanded to cover larger regions, as well as to take more data sources, more robust temporal and spatial detection approaches that can integrate information from multiple different data sources are needed in the future surveillance systems. Some nontraditional approaches developed in spatial–temporal analysis of other geographic fields, such as artificial neural networks in machine learning, Bayesian spatial–temporal approaches, knowledge-based data mining, and data-fusion approaches, should be a research direction in the future.
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