Global patterns of land-atmosphere fluxes of carbon dioxide, latent heat, and sensible heat derived from eddy covariance, satellite, and meteorological observations
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[1] We upscaled FLUXNET observations of carbon dioxide, water, and energy fluxes to the global scale using the machine learning technique, model tree ensembles (MTE). We trained MTE to predict site-level gross primary productivity (GPP), terrestrial ecosystem respiration (TER), net ecosystem exchange (NEE), latent energy (LE), and sensible heat (H) based on remote sensing indices, climate and meteorological data, and information on land use. We applied the trained MTEs to generate global flux fields at a 0.5° × 0.5° spatial resolution and a monthly temporal resolution from 1982 to 2008. Cross-validation analyses revealed good performance of MTE in predicting among-site flux variability with modeling efficiencies (MEf) between 0.64 and 0.84, except for NEE (MEf = 0.32). Performance was also good for predicting seasonal patterns (MEf between 0.84 and 0.89, except for NEE (0.64)). By comparison, predictions of monthly anomalies were not as strong (MEf between 0.29 and 0.52). Improved accounting of disturbance and lagged environmental effects, along with improved characterization of errors in the training data set, would contribute most to further reducing uncertainties. Our global estimates of LE (158 ± 7 J × 1018 yr−1), H (164 ± 15 J × 1018 yr−1), and GPP (119 ± 6 Pg C yr−1) were similar to independent estimates. Our global TER estimate (96 ± 6 Pg C yr−1) was likely underestimated by 5–10%. Hot spot regions of interannual variability in carbon fluxes occurred in semiarid to semihumid regions and were controlled by moisture supply. Overall, GPP was more important to interannual variability in NEE than TER. Our empirically derived fluxes may be used for calibration and evaluation of land surface process models and for exploratory and diagnostic assessments of the biosphere.
1. Introduction

[2] The exchanges of carbon, water, and energy between the terrestrial biosphere and the atmosphere are major drivers of the Earth’s climate system. At the ecosystem scale, the net exchanges of carbon dioxide, water and energy between the land surface and the atmosphere are widely measured using the eddy covariance technique. The establishment of a global network of eddy covariance flux towers [Baldocchi, 2008; Baldocchi et al., 2001], in conjunction with the availability of global satellite remote sensing and gridded meteorological data sets, now allows us to generate empirical global estimates of key biospheric variables based on observations. This approach is an important step forward because until now, only process-based land surface models (LSMs) have been used to assess variations of carbon and water fluxes at the global scale. However, LSMs are based on theories and hypotheses about biosphere functioning where several partly mechanistic, partly empirical submodels (e.g., photosynthesis, phenology, canopy conductance, respiration) are linked to mimic the behavior of ecosystem carbon, water, and energy fluxes. LSMs have a prescribed and fixed model structure with simplified representation of selected processes and ecosystem components. Hence, LSM simulations may be regarded as the anticipated or hypothesized behavior of the biosphere in response to climate variability or other factors. Substantial disagreements among different LSMs remain for simulations of both present-day [e.g., Jung et al., 2007b; Weber et al., 2009] and future scenarios [e.g., Friedlingstein et al., 2006].

[3] There have been increasing efforts directed at model data fusions such as the optimization of certain model parameters using observations [Williams et al., 2009]. Eddy covariance time series of single sites have been assimilated into LSMs [Braswell et al., 2005; Spadavecchia et al., 2011; Williams et al., 2009]. However, if model structure is not adequate, the model may not fit the observations well, and optimized parameters may be biased [Carvalhais et al., 2008]. Furthermore, even when both eddy covariance data and measurements of other carbon pools and fluxes are used as constraints [e.g., Richardson et al., 2010], substantial uncertainties may remain in model predictions, because the information content of the data may be inadequate to distinguish among competing representations of processes occurring in the model.

[4] In this paper, we explore a data-oriented approach that complements process-oriented modeling approaches. Machine learning algorithms (e.g., artificial neural networks, support vector machines, regression and model trees) construct an empirical model based on the patterns contained in data and are very data adaptive because no functional forms need to be prescribed. Such methods have been applied to the upscaling of eddy covariance measurements from local to continental [e.g., Papale and Valentini, 2003; Xiao et al., 2008; Yang et al., 2007], and to some extent, to global scales [Beer et al., 2010; Jung et al., 2010] using remote sensing, meteorological, and land cover data.

[5] MTEs have been used to predict global fields of land surface-atmosphere fluxes from FLUXNET eddy covariance sites using monthly simulations of GPP from a biosphere model from 1998 to 2005 as a synthetic test case [Jung et al., 2009]. In that study, the MTE was trained to predict the simulations of the biosphere model LPJmL [Bondeau et al., 2007] for locations and months with available quality-filtered flux data. Subsequently, the trained MTE was applied globally, and compared to global biosphere model simulations. With a modeling efficiency [Nash and Sutcliffe, 1970] of 92%, MTE exhibited excellent performance in reproducing the original simulations of LPJmL.

[6] Here, we use estimates of the fraction of absorbed photosynthetic active radiation (fAPAR) derived from remote sensing, as well as climate and land cover data, to generate global estimates of five important land–atmosphere fluxes: gross primary productivity (GPP), terrestrial ecosystem respiration (TER), net ecosystem exchange (NEE), latent heat (LE), and sensible heat (H) over 27 years (1982–2008) at 0.5° × 0.5° spatial and monthly temporal resolution based on the MTE approach. We present a synoptic characterization and exploratory analysis of the spatial and temporal variability and discuss uncertainties and limitations of our data products. Our specific objectives are (1) to assess the capacity of MTE to predict GPP, TER, NEE, LE, and H fluxes using cross validation; (2) to quantify globally integrated mean annual biosphere-atmosphere fluxes, and to assess their spatial patterns; (3) to characterize global spatial patterns of seasonal variability in these fluxes, and (4) to identify and diagnose the drivers of carbon fluxes in regions with large interannual variability (commonly referred to as “hot spot” regions).

2. Methods

2.1. Overview

[7] Machine learning algorithms construct a model based on data and are typically data limited. This “data limitation” refers to the quantity, quality, and representativeness of the training data set. An important aspect of the data limitation is the availability of relevant explanatory variables, which include both the site-level in situ information and the corresponding global grids. Thus, some otherwise pertinent data must be ignored because either corresponding site information or respective global data sets do not exist or are insufficient. Examples include information on land use history, disturbance history, soil moisture, and fertility. The requirement that all predictor variables are available for all sites and grid cells is a major obstacle to empirical upscaling.

[8] The overall upscaling procedure involves three main steps: (1) processing and quality control of the FLUXNET data, (2) training MTEs for each biosphere-atmosphere flux of interest using site-level explanatory variables and fluxes, and (3) applying the established MTEs for global upscaling, using gridded data sets of the same explanatory variables. We chose a monthly time step for four reasons: (1) noise in
the data sets (particularly in eddy covariance and remote sensing data) is reduced by aggregation; (2) seasonality is preserved and a sufficient number of data points for MTE training are retained, (3) greater computational efficiency is achieved compared to running at a daily time step, and (4) observation based global gridded data products are commonly available and with highest confidence at monthly time steps.

[9] We forced 25 individual model trees for each biosphere-atmosphere flux using gridded inputs from 1982 to 2008. The best estimate of a biosphere-atmosphere flux for further analysis is the median over the 25 estimates for each pixel and month. Uncertainties were estimated by repeating a given calculation (e.g., the global total value) for each of the 25 tree outputs and computing the median absolute deviation (MAD) of the individual model tree outputs and multiplying it by 1.483. This is equivalent to one standard deviation for a normal distribution but is more robust against outliers and assumptions about the distribution. Our uncertainty estimates reflect a structural uncertainty of the model trees, i.e., the mapping of X to Y. Jung et al. [2009] inferred that this uncertainty estimate increases in the case of extrapolation to environmental domains, which are not covered by the training data. Other sources of uncertainty such as measurement uncertainties of eddy covariance fluxes [Lasslop et al., 2008; Richardson et al., 2006; Richardson et al., 2008] or uncertainties of global gridded data of explanatory variables [e.g., Hicke, 2005; Zhao et al., 2006] are not accounted for in this uncertainty measure.

2.2. Model Tree Ensembles

[10] Model trees stratify the data set into a hierarchical order according to decisions such as X1 “greater than” or “less than.” The final domains of the tree (leaves) are defined by a series of decisions and we used a multiple linear function to model the target (Y) variable for this domain. The nature of the stratification allows us to approximate any nonlinear relationship even with linear models in the leaves. The model tree ensemble approach (MTE) employed in this paper is based on the TRIAL+ERROR algorithms [Jung et al., 2009]. The model Tree Induction Algorithm (TRIAL) grows a model tree from the root node and finds the split decision at each node by minimizing the sum of squared errors of multiple regressions in both subdomains. To prevent overfitting, the tree growth is stopped when the Schwarz criterion (aka Bayesian Information Criterion, BIC [Schwarz, 1978]) increases. The Schwarz criterion is calculated from the mean squared error of the model tree as determined by tenfold cross validation in the leaves, the number of parameters of the model tree, and the number of samples. A stepwise forward selection of regression variables based on the BIC is used to establish the multiple linear regressions in the leaves to reduce the number of parameters and to better constrain regression coefficients in the presence of collinearity. TRIAL is capable of incorporating different kinds of explanatory variables; those that are only used for decisions (split variables); those that are only used in the multiple regressions in the leaves (regression variables); and those which can serve as both, split and regression variables.

[11] Ensembles of model trees were generated by coupling TRIAL to the ERROR (Evolving tRees with RandOm gRowth) algorithm. ERROR first generates a large number of trees by taking an existing tree, removing part of it, letting it grow according to random decisions, and finding the best decisions for the final leaves using TRIAL. Subsequently, a subset of model trees that exhibit best performances (measured by the Schwarz criterion) and are independent from each other (according to the conditions of all leaves), was selected for the ensemble. Details of the MTE approach and a validation are given by Jung et al. [2009].

2.3. FLUXNET Eddy Covariance Data

[12] Flux measurements are affected by both random and systematic (bias) errors, which arise from limitations of the measurement technique, the stochastic nature of turbulence, and site-specific differences in data processing protocols [e.g., Moncrieff et al., 1996; Papale et al., 2006; Reichstein et al., 2006; Richardson et al., 2008]. Substantial efforts were made in harmonizing the processing and quality control of the measurements, and in characterizing their uncertainties. However, a significant remaining problem is the quantification of systematic biases of flux measurements, particularly as related to advection [e.g., Aubinet, 2008] and energy balance closure [Foken, 2008].

[13] We processed half-hourly FLUXNET eddy covariance measurements using standardized procedures of gap filling and quality control [Moffat et al., 2007; Papale et al., 2006], and the data were subsequently aggregated into monthly means, which diminishes random errors. We excluded data where more than 20% of the data of the monthly mean was based on gap filling with low confidence [Reichstein et al., 2005] to minimize uncertainty originating from gap filling. Estimates of GPP and TER can be derived from the NEE measurements using two independent flux partitioning methods [Reichstein et al., 2005; Lasslop et al., 2010]. Reichstein et al. [2005] calculated the temperature sensitivity of respiration using nighttime NEE data and extrapolated those to daytime to estimate TER. In contrast, Lasslop et al. [2010] used mainly daytime NEE data to constrain a hyperbolic light response curve for the estimation of GPP, accounting for the temperature response of respiration and effects of vapor pressure deficit (VPD) on photosynthesis. To avoid redundancy, our analysis is based on only one estimate of GPP and TER. We chose GPP based on the work by Lasslop et al. [2010] and TER based on the work by Reichstein et al. [2005] because they are largely independent estimates.

[14] Because the energy balance at eddy covariance sites is usually not closed, we performed corrections of monthly LE and H measurements according to Twine et al. [2000], which preserves the Bowen ratio:

\[
F_{\text{corrected}} = A \times F_{\text{uncorrected}} = \frac{(R_n - G)}{(H_{\text{uncorrected}} + LE_{\text{uncorrected}})} \times F_{\text{uncorrected}}
\]

Here, \(F\) is the energy flux (either LE or H), \(A\) is the correction factor, \(R_n\) is the net radiation, and \(G\) the soil heat flux. We estimated \(A\) based on a regression between \(A\) and \(A^*\) (\(R^2=0.98\)) in cases where \(G\) had not been measured:

\[
A^* = \frac{R_n}{(H_{\text{uncorrected}} + LE_{\text{uncorrected}})}
\]

Our approach to correct for the energy balance residual is not universally accepted in the scientific community because...
the magnitude and causes of energy balance imbalance likely vary among sites and time scales [e.g., Barr et al., 2006; Hendricks Franssen et al., 2010; Wilson et al., 2002]. However, our approach to correcting measured energy fluxes to force energy balance closure has yielded global LE fluxes that are consistent with independent estimates derived from global precipitation and river runoff data, while no correction yielded systematically low estimates. We used 29 explanatory variables of four types to train the MTE to predict biosphere-atmosphere fluxes globally (Table 1), including (1) monthly fAPAR from the SeaWiFS sensor, precipitation, and temperature (both in situ measured); (2) annual changes of the fPAR that describe properties of vegetation structure such as minimum, maximum, and amplitude; (3) mean annual climate such as mean annual temperature, precipitation, sunshine hours, relative humidity, potential evapotranspiration, climatic partitioning methods using the same outlier test which indicates possible problems due to uncertain nighttime data and therefore possible systematic errors: (1) GPPReichstein – GPP_Lasslop, (2) TERReichstein – TER_Lasslop, (3) NEEmeasured – NEE_Lasslop. In addition, we accounted for uncertainties which originate from determining the u* threshold. The u* uncertainty in the carbon fluxes was inferred by bootstrapping based on the work by Papale et al. [2006]. The 5% most uncertain data points of each carbon flux were removed.

2.4. Explanatory Variables

We used 29 explanatory variables of four types to train the MTE to predict biosphere-atmosphere fluxes globally (Table 1), including (1) monthly fAPAR from the SeaWiFS sensor, precipitation, and temperature (both in situ measured); (2) annual changes of the fPAR that describe properties of vegetation structure such as minimum, maximum, mean, and amplitude; (3) mean annual climate such as mean annual temperature, precipitation, sunshine hours, relative humidity, potential evapotranspiration, climatic

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type</th>
<th>Type of Variability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean annual temperature</td>
<td>Split</td>
<td>static</td>
</tr>
<tr>
<td>Mean annual precipitation sum</td>
<td>Split</td>
<td>static</td>
</tr>
<tr>
<td>Mean annual climatic water balance</td>
<td>Split</td>
<td>static</td>
</tr>
<tr>
<td>Mean annual Potential evaporation</td>
<td>Split</td>
<td>static</td>
</tr>
<tr>
<td>Mean annual sunshine hours</td>
<td>Split</td>
<td>static</td>
</tr>
<tr>
<td>Mean annual number of wet days</td>
<td>Split</td>
<td>static</td>
</tr>
<tr>
<td>Mean annual relative humidity</td>
<td>Split</td>
<td>static</td>
</tr>
<tr>
<td>Mean monthly temperature</td>
<td>Split</td>
<td>Monthly but static over years</td>
</tr>
<tr>
<td>Mean monthly precipitation sum</td>
<td>Split</td>
<td>Monthly but static over years</td>
</tr>
<tr>
<td>Mean monthly climatic water balance</td>
<td>Split</td>
<td>Monthly but static over years</td>
</tr>
<tr>
<td>Mean monthly potential evaporation</td>
<td>Split</td>
<td>Monthly but static over years</td>
</tr>
<tr>
<td>Mean monthly sunshine hours</td>
<td>Split</td>
<td>Monthly but static over years</td>
</tr>
<tr>
<td>Mean monthly number of wet days</td>
<td>Split</td>
<td>Monthly but static over years</td>
</tr>
<tr>
<td>Mean monthly relative humidity</td>
<td>Split</td>
<td>Monthly but static over years</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vegetation Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum fAPAR of year</td>
</tr>
<tr>
<td>Minimum fAPAR of year</td>
</tr>
<tr>
<td>Maximum-minimum fAPAR</td>
</tr>
<tr>
<td>Mean annual fAPAR</td>
</tr>
<tr>
<td>Sum of fAPAR over the growing season</td>
</tr>
<tr>
<td>Mean fAPAR of the growing season</td>
</tr>
<tr>
<td>Growing season length derived from fAPAR</td>
</tr>
<tr>
<td>Sum of fAPAR × potential radiation of year</td>
</tr>
<tr>
<td>Maximum of fAPAR × potential radiation of year</td>
</tr>
<tr>
<td>IGBP vegetation type</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Meteorology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
</tr>
<tr>
<td>Precipitation</td>
</tr>
<tr>
<td>Potential radiation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vegetation Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>fAPAR</td>
</tr>
<tr>
<td>fAPAR × potential radiation</td>
</tr>
</tbody>
</table>

*Variables that are only split variables are only used for data stratification and do not enter regressions. Please note that not all variables are automatically selected by the model trees. The “type of variability” refers to if and when the values of the respective variable change for a given pixel. “Static” variables never change and can be used by MTE to stratify into spatial domains (e.g., according to long-term mean annual temperature). “Monthly but static over years” refers to mean seasonal cycles, i.e., the values change monthly, but the same monthly values are repeatedly used for all years. “Yearly” variables have the same value within a year, but this value is updated for each year, which is primarily used for variables describing vegetation structure to capture possible effects of land cover change. “Monthly” variables exhibit different values for each month and year; that is, they are continuously updated for each month.
water seasonal dynamics; and (4) the vegetation type according to the IGBP classification plus a flag regarding the photosynthetic pathway (C3, C4, C3/C4) (in situ information). We used only variables of the first category, which vary for each data point in the multiple linear regressions, while the remaining variables were used for data stratification. [17] The choice of explanatory variables is constrained by the fact that a variable must be available at all sites and must also be available as a global product to be included. In cases where a variable is measured accurately at FLUXNET sites, but corresponding global products of this variable are very uncertain, it may be advantageous to exclude this variable from the analysis, particularly if the variable does not add substantial information to other explanatory variables. We excluded vapor pressure deficit and global radiation as explanatory variables because (1) such global observation based products are lacking and the uncertainty of respective global reanalysis products is high, and (2) gains from inclusion of these two variables were marginal [Jung et al., 2010].

2.5. Cross Validation

[18] We evaluated the performance of our approach based on fivefold cross validations. A fivefold cross validation implies that the data set is stratified into five parts with approximately equal number of samples. The target values for each of these five parts are predicted based on the training using the remaining four parts. We conducted two experiments where (1) entire sites were removed from the training (~20%), and (2) consecutive parts of the time series of the sites were removed. Hence, the first cross-validation experiment corresponds to the uncertainty of predicting the flux time series for unknown sites, while the second experiment assesses the uncertainty of filling long gaps in the time series based on the information from all flux sites. The first cross-validation experiment is the most relevant in the context of the objectives of this paper and therefore we discuss mainly these results.

[19] We decomposed the observed and predicted data into three categories of variability: (1) among-site variability, (2) seasonal variation, and (3) anomalies. We first calculated the mean seasonal cycle (F_MSC) per site, i.e., averaging the values for a month across all available years. We prescribed that at least two values (i.e., years) for a month must be available. To assess the among site variability, we calculated a mean value for each site (F_SITE) given as the mean of F_MSC if at least 6 out of 12 values of F_MSC were present. We calculated the seasonal variation F_SEAS by removing F_SITE from F_MSC. Anomalies were calculated as the deviation of a flux value from F_MSC. Finally, we calculated a series of performance measures: Pearson’s correlation (Cor), Nash-Sutcliffe’s modeling efficiency (ME) [Nash and Sutcliffe, 1970], root-mean-square error (RMSE), median absolute deviation (MAD), and ratio of variances (RoV) which is the variance of the predicted values divided by the variance of the observed values. If present, we removed extreme outliers from the computation of performance measures to avoid biased statistics. We identified outliers when data points were outside the range defined by the median of the residuals ±7 times the interquartile range of the residuals.

2.6. Global Grids of Explanatory Variables

[20] We constructed a harmonized long-term global fAPAR record from 1982 to 2008 by merging the NDVI product of the Global Inventory Modeling and Mapping Studies (GIMMS) based on the Advanced Very High Resolution Radiometer (AVHRR) [Tucker et al., 2005] with the fAPAR product using Sea-viewing Wide Field-of-view Sensor (SeaWiFS) [Gobron et al., 2006], and the Medium Resolution Imaging Spectrometer (MERIS) [Gobron et al., 2008] at 0.5° × 0.5° spatial resolution. The harmonization procedure of different remote sensing products, covering different periods, adjusts the mean seasonal cycle for each pixel based on the overlapping period (see Jung et al. [2010] for details). The final long-term harmonized fAPAR product is based on adjusted GIMMS from 1982 to 1997, SeaWiFS from 1998 to 2005, and adjusted MERIS from 2006 to 2008.

[21] Global upscaling of FLUXNET data over a long time period requires the explanatory variables to be of consistent quality over time, i.e., not containing drifts or other temporal artifacts. We used remote sensing products from older (NDVI from AVHRR from 1982 to 1997) and newer (fAPAR from SeaWiFS and MERIS since 1998) generation sensors. Although the harmonization of the different products was carried out carefully, full consistency cannot be achieved. Continued efforts to reprocess the long-term global AVHRR record should help reduce this source of uncertainty.

[22] Various long-term mean climatic information came from the Climatic Research Unit (CRU) [New et al., 2002] and cover the period 1961–1990. Global grids of monthly precipitation were from GPCC [Schneider et al., 2008]; while global gridded monthly temperature was obtained from a product of the Institute for Climate Impact Research based on CRU data (CRU–PIK) [Osterle et al., 2003]. Since neither GPCC or CRU–PIK products were available for 2008, we used the ECMWF ERA interim reanalysis product of Simmons et al. [2007] for 2008 after harmonizing ERA-INTERIM with the products for each pixel and month (i.e., adjusting the local mean seasonal cycles). The uncertain quality of global gridded data sets is a universal problem for global modeling activities. Here, we focused on observation-based products (e.g., temperature and precipitation), and avoided the use of more uncertain reanalysis products of vapor pressure deficit and solar radiation.

[23] The global land use data set SYNMAP [Jung et al., 2006] was reclassified into the respective IGBP classes which were used to describe the vegetation at FLUXNET sites from in situ information. We generate fractions of each class globally at 0.5° × 0.5° resolution. Grasslands are further separated into C3, C4, and mixtures of C3/C4 types using the results of Winslow et al. [2003]; fractions of C3 and C4 crop types were estimated using the gridded data base of Monfreda et al. [2008], which is based on FAO crop statistics.

[24] Uncertainty of MTE predictions related to uncertain land cover/land use is likely less critical than uncertainty originating from meteorological data. Lessons from an ecosystem modeling exercise over Europe suggested that the sensitivity of the Biome-BGC model to different land cover data sets was much smaller than it was to different climate forcings, in particular when land cover was aggregated.
We expect we can transfer this general finding to empirical modeling using MTE. Moreover, the base land cover data set (SYNMAP) used in this paper is already a blend of different remote sensing based land cover data sets which leveraged the agreement among alternative products. However, we used a static land cover map and did not account for land cover change, which introduces uncertainty of modeled interannual variability in regions that experienced extensive land cover/land use conversions over the last decades. Moreover, SYNMAP has no “wetland” class because this class was not consistent with the applied concept of plant functional types.

### 3. Results and Discussion

#### 3.1. Performance of MTE Based on Cross Validation

The overall performance of our approach is best for energy fluxes (LE, H) followed by the fluxes of carbon dioxide, i.e., GPP, TER, and NEE (Figure 1). We observe the same pattern for the MTEs’ ability to reproduce the among site variability, where LE and H reach modeling efficiency values of 0.84 and 0.76, respectively. Modeling efficiency and RMSE of mean GPP at the site level is 0.74 and 270 g C m$^{-2}$ yr$^{-1}$. For comparison, the RMSE of three ecosystem models (LPJ [Sitch et al., 2003], Orchidee [Krinner et al., 2005], Biome-BGC [Running and Hunt, 1993]) for among site variability of GPP of forests in Europe was $\sim$420 g C m$^{-2}$ yr$^{-1}$ [Jung et al., 2007a]. Although the RMSE for the among-site variability of TER (234 g C m$^{-2}$ yr$^{-1}$) is smaller than for GPP, the among-site variation of TER is less well reproduced as measured by the modeling efficiency (0.64) because the variance of among-site TER is smaller. A slightly worse performance for TER is expected because no explicit information on carbon pools and soil conditions was available. With a modeling efficiency of 0.32 and an RMSE of 197 g C m$^{-2}$ yr$^{-1}$ the among-site variability of NEE is poorly reproduced by MTE, particularly for sites that are strong carbon sinks. Clearly, we are lacking determinants of mean NEE in the predictors for MTE such as soil and biomass pools, disturbances, ecosystem age, management activities and land use history. In general, NEE changes with forest age because of decomposition in early secondary succession, and a decline in net primary production (NPP) in late succession [Amiro et al., 2010]. We used fAPAR in MTE but it does not serve as an adequate proxy for the age effect on NEE because changes in heterotrophic respiration...
are not captured by fAPAR (legacy pools and rates), and photosynthetic rates per unit fAPAR and belowground carbon allocation vary with age [Law and Waring, 1994]. Mean NEE of croplands is also largely determined by management activities. Accounting for such effects in MTE would require global spatially explicit information on forest age, past disturbances, and management activities, which is unfortunately lacking. Moreover, as conceptually shown by Piao et al. [2009], variables that reflect the trends in climate, rather than mean climate, influence NEE and could be considered as additional predictors in the future.

27 The seasonal variation of carbon and energy fluxes is very well reproduced; MEf values range from 0.82 to 0.89, except for NEE (0.64). The seasonal variation of carbon and energy fluxes is the dominant and also most robust signal in monthly eddy covariance data. We therefore conclude that our empirically derived global patterns of seasonal variations of carbon and energy fluxes can serve as a robust benchmark for global ecosystem models.

28 Clearly, the anomalies (expressed as the deviation from the mean seasonal cycle) appear to be least well predicted by MTE. MEf values range from 0.29 (NEE) to 0.52 (GPP) and correlations are between 0.54 and 0.72. The variances of predicted anomalies by MTE are only 30 to 60% of the variances of anomalies from FLUXNET data, suggesting an underestimation of the magnitude of anomalies by MTE, which is most evident for NEE. Further analysis has shown that there is a pattern of larger uncertainty for tropical ecosystems and crops (not shown). Several reasons likely contribute to the fact that predicted anomalies appear to be more uncertain: (1) uncertainties in eddy covariance data, (2) uncertainties of explanatory variables, and (3) missing information. The anomalies are a comparatively small signal in the FLUXNET database, which is dominated by the seasonal and among-site variability of fluxes. The signal-to-noise ratio of monthly anomalies of the eddy covariance data is much smaller than for seasonal or among-site variation of fluxes. Uncertainties due to different processing steps such as u* filtering, gap filling, and flux partitioning of NEE into GPP and TER generates some errors in the data which become important when analyzing anomalies. We can also not exclude that our applied correction step for measured LE and H fluxes may modify the anomalies. Thus, not all of the effects discussed earlier), and this introduced uncertainties in the prediction of flux anomalies. Moreover, ecosystem responses may lag for some external forcings or respond to a cumulative effect such as a drought that developed over the course of a season [van der Molen et al., 2011] and such effects are not explicitly encoded in the used explanatory variables. Other factors such as management activities (e.g., crop rotations, irrigation, fertilization) and disturbances also have not been considered which likely explains some of the mismatch regarding anomalies, in particular for crops and managed forests. Moreover, site-specific peculiarities such as root groundwater access in dry environments can clearly not be accounted for.

29 Uncertainties in the explanatory variables play an important role too, and here the most obvious candidates are remotely sensed information such as fAPAR, fAPAR time series for individual pixels are noisy and this noise can easily corrupt predicted anomalies. We found a significant correlation (p < 0.01) between the absolute fAPAR anomalies and the absolute residuals of observed and modeled GPP anomalies at site level, which explained about 13% of the variability (not shown). Inaccurate or insufficiently precise tower coordinates may also lead to the extraction of the wrong fAPAR time series for a tower. Additionally, a mismatch between the satellite pixel and tower footprint can contribute to apparently poor prediction of anomalies, for example if crop fields are harvested that are present in a satellite pixel used for a forest site. We used 2 km fAPAR data from SeaWiFS, while flux towers have a footprint with a length of several ten (short vegetation) to several hundred (forests) meters. The tower footprint may not be representative of the larger SeaWiFS pixel, and errors will result if the mean fAPAR of the satellite pixel is significantly different from that of the tower footprint, especially if this difference is systematically biased across sites. However, the noise of remotely sensed data rapidly diminishes when aggregating to coarser spatial resolution as used for global predictions. Some important questions remain unanswered but need to be kept in mind: (1) How much information is in monthly anomalies of FLUXNET data and what fraction of the variance is actually explainable? (2) To what extent can algorithms like MTE extract the noise in the training data and uncover robust patterns, i.e., are the predicted anomalies more robust than they appear in the cross validation?

30 The mismatch of MTE predicted and observed anomalies of fluxes are certainly not only caused by uncertainties in the data set. We are also lacking relevant information to predict the anomalies of fluxes accurately. In terms of meteorological variables, we did not use radiation or vapor pressure deficit as explanatory variables (for reasons discussed earlier), and this introduced uncertainties in the prediction of flux anomalies. Moreover, ecosystem responses may lag for some external forcings or respond to a cumulative effect such as a drought that developed over the course of a season [van der Molen et al., 2011] and such effects are not explicitly encoded in the used explanatory variables. Other factors such as management activities (e.g., crop rotations, irrigation, fertilization) and disturbances have also not been considered which likely explains some of the mismatch regarding anomalies, in particular for crops and managed forests. Moreover, site-specific peculiarities such as root groundwater access in dry environments can clearly not be accounted for.

31 We show that setting up the cross validation in a way where only parts of the time series for each tower site (cross-validation experiment 2, see section 2.5) are predicted for sites yields overly optimistic and misleading results (compare Figures 1 and 2). Cross-validation experiment 2 reveals MEf ~ 0.79 for among-site variability of NEE as compared to 0.32 for cross-validation experiment 1, and MEf values for among-site variability between 0.93 and 0.96 for the other fluxes in comparison to 0.64–0.86 in cross-validation experiment 2. Cross-validation setups similar to cross-validation experiment 2 are not appropriate for upscaling exercises where the aim is to extrapolate to new locations.

3.2. Mean Annual Fluxes

32 We estimate the global GPP as 119 ± 6 Pg C yr⁻¹ for the period 1982–2008, which is consistent with the estimate given in the IPCC AR4 [Denman et al., 2007] of 120 Pg C yr⁻¹ and a recent multimodel analysis based on FLUXNET data of 123 ± 8 Pg C yr⁻¹ [Beer et al., 2010], where our estimate was one of five included. Our global TER estimate is 96 ± 6 Pg C yr⁻¹. To our knowledge, this is the first time that global TER has been quantified independently. Our TER estimate differs from the likely range of
that is inferred from the residual of the carbon balance equation using equation (3) and literature based estimates of the other remaining component fluxes (Table 2):

\[ \text{TER} = \frac{\text{GPP}}{C_0} - \frac{\text{NBP}}{C_0} - \frac{\text{F}}{C_0} - \frac{\text{LUC}}{C_0} - \frac{\text{CH}}{C_0} - \frac{\text{DC}}{C_0} - \frac{\text{VOC}}{C_0} \]  

(see Table 2 for definition of terms).

If we assume the values in Table 2 to be correct, then our global TER estimate derived from upscaling FLUXNET data seems to be lower by \( \sim 5\% \). It is worth noting here that the global TER estimate based on the flux partitioning according to Lasslop et al. [2010] yields only a slightly larger global value of \( 98 \pm 7 \text{ Pg C yr}^{-1} \). Our apparent underestimation of TER at the global scale likely originates from a biased sampling of ecosystems, most of which are not in equilibrium with respect to carbon, particularly forests which store large amounts of carbon and undergo natural and human disturbances. Moreover, a small but systematic bias in an eddy covariance derived flux of \( 8 \text{ g C m}^{-2} \text{ yr}^{-1} \) propagates to \( 1 \text{ Pg C yr}^{-1} \) at the global scale, which illustrates the accuracy requirements of FLUXNET data for estimating global annual means.

33] Estimated global NEE based on the difference of TER and GPP is \( -24 \text{ Pg C yr}^{-1} \). This estimate carries the

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|}
\hline
Carbon Balance Component Flux & Values (Pg C yr\(^{-1}\)) & Method & Reference \\
\hline
Gross Primary Production (GPP) & 123 \pm 8 & Data-oriented models using FLUXNET & Beer et al. [2010] \\
Net Biome Production (NBP) & 2.6 \pm 1 & Atmospheric inversions & Denman et al. [2007] \\
Fire emissions (F) & 1.7–2.5 & Diagnostic and process models & Thonicke et al. [2010] \\
Land use change emissions (LUC) & 1.5 & Inventories & Houghton [2008] \\
Crop Harvest (CH) & 6–9 & Process model & Bondje et al. [2007] \\
Dissolved organic and inorganic carbon (DC) & 2.9 & Inventories & Tranvik et al. [2009] \\
Volatile organic compounds (VOC) & 1.2 & Empirical model & Guenther et al. [1995] \\
Terrestrial ecosystem respiration (TER) & \(-100–110\) & residual & \\
\hline
\end{tabular}
\end{table}
likely bias included in our estimated global TER such that the NEE estimate is also likely too low (too negative) by 5–10 Pg C yr$^{-1}$. A second approach of direct upscaling of NEE using MTE yields $-17 \pm 5$ Pg C yr$^{-1}$. Using a third approach based on the flux estimates in Table 2 and equation (4), we infer a global NEP of 15–21 Pg C yr$^{-1}$. Although the independently derived NEP estimate and the upscaling derived NEP estimate appear to be generally consistent, MTE does not yet yield reliable spatially explicit estimates of mean NEP (see section 3.1) because several relevant predictors are lacking, e.g., soil and site history related variables.

$$\text{NEP} = \text{NBP} + \text{F} + \text{LUC} + \text{CH} + \text{DC} + \text{VOC} \quad (4)$$

See Table 2 for definition of terms.

[35] Our estimated mean latent heat flux of $158 \pm 7 \times 10^{18}$ J yr$^{-1}$, equivalent to $39 \pm 2$ W m$^{-2}$, and to a water flux of $65 \pm 3 \times 10^{3}$ km$^{3}$ yr$^{-1}$ agrees with independent global estimates: $66 \times 10^{3}$ km$^{3}$ yr$^{-1}$ [Oki and Kanae, 2006]; 38.5 W m$^{-2}$ [Trenberth et al., 2009]; 58–85 $\times 10^{3}$ km$^{3}$ yr$^{-1}$ [Dirmeier et al., 2006]; 37–59 W m$^{-2}$ [Jiménez et al., 2011]. The global sensible heat flux of $164 \pm 15 \times 10^{18}$ J yr$^{-1}$ (41 ± 4 W m$^{-2}$) is larger than the value reported by Trenberth et al. [2009] (27 W m$^{-2}$) but in the range of various state of the art estimates of the global mean sensible heat flux of 18 to 57 W m$^{-2}$ [Jiménez et al., 2011]. Global mean annual values of estimated biosphere-atmosphere fluxes are summarized in Table 3.

### 3.3. Spatial Distribution of Mean Annual Biosphere-Atmosphere Fluxes

[36] The global spatial distribution of mean annual GPP, TER, and LE are similar with largest fluxes occurring in the equatorial tropics followed by monsoonal subtropical regions (e.g., south and east Asia), and humid temperate regions in eastern North America, and western and central Europe (Figure 3). Small GPP, TER, and LE fluxes occur in cold and dry environments. The similarity of spatial GPP, TER, and LE patterns results from their intimate coupling: GPP provides substrate for respiration and is thus the first order factor controlling TER which has been shown in various studies [e.g., Lasslop et al., 2010], GPP and LE are closely linked since a certain amount of water needs to be transpired to fix a certain amount of carbon during photosynthesis (water use efficiency), and because evaporation of intercepted rain depends on LAI as does GPP.

[37] The global spatial distribution of H shows the largest values in subtropical dry regions where available energy is preferentially partitioned to H rather than LE. We infer that the median evaporative fraction, here defined as LE/(LE+H), is 0.47 and varies spatially from 0.01 in very dry areas to 0.78 in very humid regions (95% range, map not shown).

[38] A quantitative comparison of the upscaled mean annual LE against catchment water balances, and land surface model simulations shows strong consistency ($R^2$ of 0.92 for catchment water balances and 0.91 for ensemble of land surface models [Jung et al., 2010]). A detailed multi-model comparison of global H and LE flux estimates including those presented here is available from Jiménez et al. [2011].

### Table 3. Global Mean Annual Carbon and Energy Fluxes of the Vegetated Land Surface ($127.9 \times 10^6$ km$^2$)$^a$

<table>
<thead>
<tr>
<th>Flux Type</th>
<th>Mean (g C m$^{-2}$ yr$^{-1}$)</th>
<th>Total (Pg C yr$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross primary production (GPP)</td>
<td>933 ± 46</td>
<td>119.4 ± 5.9</td>
</tr>
<tr>
<td>Terrestrial ecosystem respiration (TER)</td>
<td>753 ± 47</td>
<td>96.4 ± 6.0</td>
</tr>
<tr>
<td>Net ecosystem exchange (NEE)</td>
<td>$-133 \pm 37$</td>
<td>$-17.1 \pm 4.7$</td>
</tr>
</tbody>
</table>

Energy Fluxes | Mean (MJ m$^{-2}$ yr$^{-1}$) | Total (ZJ) |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Latent heat (LE)</td>
<td>1239 ± 54</td>
<td>158 ± 7</td>
</tr>
<tr>
<td>Sensible heat (H)</td>
<td>1280 ± 117</td>
<td>164 ± 15</td>
</tr>
</tbody>
</table>

$^a$Uncertainty estimates refer to one standard deviation and are derived from the spread of individual model trees.

See Table 2 for definition of terms.

[Figure 3. Mean annual (1982–2008) (a) GPP, (b) LE, (c) TER, and (d) H derived from global empirical upscaling of FLUXNET data.]
3.4. Patterns of Seasonal Variation of Carbon and Energy Fluxes

[Huston and Wolverton] [2009] suggested that mean and maximum net primary productivity (NPP) of temperate ecosystems is at least as large as in the tropics. Furthermore, temperate rain forest regions (e.g., Pacific Northwest America) have biomass and NPP values similar to that of tropical rain forests [Hudiburg et al., 2009]. For GPP, we find that some temperate regions in eastern North America and Eurasia indeed exhibit a similarly high or even larger maximum GPP during northern hemisphere summer months (June, July) compared to rates in the tropics (Figure 4f). Approximately the same regions also show the largest amplitude of the GPP mean seasonal cycle (Figure 4a). In contrast to the seasonal northern hemisphere GPP maxima, the mean maximum TER is largest in the South American and East Asian tropics with substantially smaller maximum TER in temperate regions, but also in tropical Africa (Figure 4g). The largest amplitudes of the TER mean seasonal cycle is in northern Eurasia, where also the amplitude of the GPP mean seasonal cycle is large resulting in a smaller amplitude of the NEE seasonal cycle compared to Europe.
We find the mean minimum NEE of the year (i.e., largest uptake) is in eastern North America and Western Europe primarily during the early growing season (May–July) and these regions also show the largest amplitude of the NEE mean seasonal cycle (Figures 4c and 4h).

Our analysis shows the largest amplitude of the mean seasonal cycle of LE for eastern North America, the savannas of northern Africa, and South Asia (e.g., central India) (Figure 4d). Some of the regions with the largest amplitude of the annual LE cycle also correspond to the largest monthly LE fluxes of the year, i.e., in the savannas of northern Africa, parts of South Asia and North America (Figure 4i). Thus, maximum LE fluxes within the year of some warm environments that have a pronounced rainy season seem to exceed the maximum LE flux in the year of the humid tropics, possibly because high maximum surface conductance during the wet season, e.g., C4 grass vegetation.

3.5. Hot Spots of Interannual Variability of Carbon Fluxes

Where are the global hot spot regions of interannual variability of carbon fluxes? We calculated the standard deviation of annual carbon flux sums for each pixel to measure the interannual variability and mapped regions where the standard deviation exceeds the 75th, 90th, and 95th percentile of the global distribution of standard deviations, which we refer to as hot spot regions (Figures 5a–5c). We find hot spots of NEE interannual variability in eastern and southern South America, eastern and southern Africa, Southeast Asia (e.g., India, eastern China), southeastern Australia, central and eastern North America and in Europe (Figure 5a). Many regions with large interannual variability are not well covered by FLUXNET sites and our cross-validation results indicated substantial uncertainty of predicted monthly NEE anomalies (see section 3.1). For this reason, we corroborate our findings with results from four dynamical global vegetation models (DGVMs) for the same time period (1982–2008) used by Le Quéré et al. [2009]: LPJ [Sitch et al., 2003], Triffid [Cox, 2001], SDGVM [Woodward et al., 1995], and HyLand [Levy et al., 2004].

The four DGVMs were forced with the same meteorological data. At each pixel, we counted how many of the models indicate a hot spot region of interannual variability, defined by exceeding the 75th percentile of the global, model specific distribution of standard deviations. The global spatial pattern of hot spot regions of interannual variability of NEE derived from the upscaling is largely consistent with the pattern predicted by the ensemble of four DGVMs (Figure 5d). Some discrepancies between the upscaled product and DGVMs are expected to arise from different meteorological forcing data, and because DGVMs simulate LAI while remotely sensed fAPAR is used in the
upscaling. Both the MTE and DGVM runs discussed here essentially reflect variability due to climate but were not designed to capture variability due to land use change. Therefore, the interannual variability may be underestimated by MTE and DGVMs in regions with extensive land use change but the overall spatial pattern of hot spots is likely not affected by this.

The global pattern of NEE interannual variability shares several features with climate anomalies associated with El Nino–Southern Oscillation, which has been shown to correlate with interannual variations of global land carbon uptake estimated by atmospheric inversions [Gurney et al., 2008]. For example, interannual variability tends to be large in regions known to experience climate anomalies during at least some ENSO events [e.g., Williams and Hanan, 2011], such as northern and eastern Australia, southern Africa and equatorial East Africa, southeastern South America, and eastern North America. The spatial patterns of GPP and TER interannual variability are roughly consistent with the global pattern of NEE interannual variability, which is also simulated in the four DGVMs (Figure 5). Nevertheless the absolute magnitude of the interannual variability is considerably lower in the MTE compared to the DGVMs (not shown). Combined with the cross-validation results, this indicates that the current MTE version may underestimate the interannual variability.

Is the interannual variability of NEE predominantly related to GPP or TER variations? We calculated the variances of annual sums of GPP and TER for each pixel to determine if interannual variability of NEE is more dominated by interannual variability of GPP or TER. We mapped GPP as dominant control if the variance of annual GPP is 20% larger than the variance of annual TER (and accordingly for TER). For the majority of the land surface, we find that the interannual variability of NEE is dominated by interannual variations of GPP (Figure 6a), which is consistent with some regional to continental studies for Europe [Ciais et al., 2005; Luyssaert et al., 2007; Vetter et al., 2008], and Africa [Weber et al., 2009]. Global simulations by DGVMs also suggest that GPP variability drives NEE variability in most regions of the world (Figure 6b). DGVM simulations and our upscaling product are consistent in that GPP drives NEE interannual variations in the identified hot spot regions of interannual variability. We find that TER appears to drive NEE interannual variations in the South American and East Asian tropics, which is to some extent also suggested by the DGVMs. Here, the interannual variability of TER is larger than the interannual variability of GPP, probably because photosynthesis is not strongly limited by climatic conditions.

A major discrepancy between our upscaled product and DGVM simulations regarding the dominant process controlling interannual variations of NEE is apparent in large parts of the boreal zone that experienced the strongest warming over the last decades, DGVMs indicate respiration as the dominant process. In these regions, the DGVM simulations depend critically on the parameterization of the temperature sensitivity of respiration [Jones et al., 2003]. Recent results suggest that this temperature sensitivity could be overestimated in the models [Frank et al., 2010; Mahecha et al., 2010]. In contrast to the DGVMs, MTE suggests TER as dominant component of NEE interannual variability.
variability in some very dry regions (e.g., Australia) and the arctic region of North America. Given that uncertainties of the interannual variability of fluxes are substantial in both approaches, it remains an open question whether MTE or DGVMs deliver the correct pattern.

Where do temperature or precipitation variations explain the interannual variations of GPP and TER? Interannual variations of GPP and TER are more strongly correlated with interannual variations in precipitation in subtropical regions (Figure 7). The interannual variability of GPP and TER in cold, cool, and humid regions is overall more strongly correlated with temperature. In some tropical regions where TER interannual variations seem to dominate NEE interannual variability, TER interannual variability is more strongly correlated with precipitation than with temperature, while GPP is more strongly correlated with temperature (likely because these forests are radiation limited). It is possible that soil respiration in tropical domains is much more limited by the moisture content of the litter than by temperature. By analyzing the interannual variability of GPP and TER and their predominant correlation with temperature or precipitation in climate space, we can see clearly that the hot spot regions of interannual variability of land atmosphere fluxes falls in the climatic domain where moisture supply seems to be the primary driver of the variability (Figure 8). Within the range of ~20–30°C and ~500–1000 mm where GPP and TER interannual variability are largest, both GPP and TER are more strongly positively correlated with precipitation than with temperature. Thus, the interannual variability of biosphere-atmosphere fluxes peaks in semiarid to semihumid regions where mean rainfall allows sustaining sufficient biological activity, which, however, remains very sensitive to rainfall variations [e.g., Knapp and Smith, 2001].

Such transitional zones appear to be key players of atmosphere-biosphere interactions as was previously illustrated by Koster et al. [2004] showing the impact of soil moisture anomalies in such regions on regional precipitation patterns.

4. Summary and Conclusions

We developed a method for upscaling observations of biosphere-atmosphere fluxes of carbon and energy from eddy covariance flux tower sites (FLUXNET) to the global scale and presented an initial exploratory analysis of the resulting global patterns of biosphere-atmosphere fluxes. Globally integrated values of GPP, LE and H, derived from upscaling FLUXNET data, were broadly consistent with independent estimates, though we inferred a possible 5–10% underestimation of our global TER estimates with consequent effects on our calculation of global NEE. The global spatial distributions of GPP, TER, and LE showed similar patterns due to their close mechanistic connections, with the largest fluxes occurring in the humid tropics and the smallest fluxes in cold and dry environments. Global patterns of maximum monthly GPP indicated that some temperate regions have a similar or higher seasonal peak productivity than the inner tropics. We also observed the largest annual LE fluxes in some rainy season-dominated ecosystems, even exceeding that in the humid tropics. We identified semiarid to subhumid regions as global hot spots of interannual variability in carbon fluxes, with a global spatial pattern that is consistent with simulations of four DGVMs. In these regions, the interannual variability of carbon fluxes appeared to be dominated by interannual rainfall variations, emphasizing the importance of the water cycle in driving global biogeochemical cycles. We inferred that the interannual
variability of GPP dominates the interannual variability of NEE in most regions of the world with notable exceptions in some tropical areas where TER seems to drive NEE interannual variations. DGVMs suggested that a larger fraction of interannual variability in NEE is driven by respiration across large parts of the boreal zone as compared to our data-driven analysis.

[48] Our upsampling approach integrated a large body of in situ measurements, remote sensing and meteorological observations using a machine learning technique. This approach is independent from and complementary to process-oriented modeling. The data sets provided by this analysis can be used for exploratory analysis and generation of hypotheses, diagnostic assessments, and corroboration against process model simulations. Clearly, the comparison of process model simulations with diagnostic patterns can provide valuable insights for advancing and improving both approaches. Upscaling is still hampered by a variety of challenges such as limited ability to account for effects of disturbance and/or site history, and lagged environmental effects. The field of global upsampling of biosphere-atmosphere fluxes is fairly new, and future improvements—in terms of statistical approaches, predictor data, and global coverage distribution of FLUXNET tower sites—are expected to offer valuable advances in our ability to diagnose the state of the biosphere from observational data streams.
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